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What is this course about…

• We have such incredible skills.

• We have a lot of freedom and (some) time.

• We can use this to make the world better.

• In doing so we will be rewarded with new inspiration and insight.

https://www.tidningencurie.se/kronikor/i-started-caring-about-what-people-actually-cared-about/



My own journey…



Gender diversity in research fellowships



Can you tell the difference between 
real and simulated fish?

Get playing!
http://www.collective-behavior.com/apps/fishgame

http://www.collective-behavior.com/apps/fishgame


Turing test for fish

6

A Turing test for collective motion
Herbert-Read et al. (2015)



https://www.kongregate.com/games/collect_behav/fish-in-danger



Classroom experiment

We created a system to let up to 25 players play the four games interactively. We visited 20 
classrooms around Sweden and allowed secondary school students to play



The ‘Same’ game



The ‘Same and Diverse’ 
game



Teenagers are hardly ever 
satisfied

Time till next move 
(seconds)

Tsvetkova et al. (2016) EPJ Data Science



Fun fridays
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Learning graph theory by playing football



Wired, 13th Jan, 2015 

New York Times, 19th Jan, 2015 

The Telegraph, 12th Jan, 2015 



Camilla Mark Johan Alec … Lovisa Olle Maja
Work 5 1 9 0 … 9 6 0
Product/Advertising 1 0 0 1 … 0 0 0
Culture/Sport 1 0 0 5 … 1 0 1
Family/partner 2 8 3 1 … 1 0 5
Political/News 2 3 2 1 … 0 2 0
Travel/Food/Lifestyle 0 1 0 2 ... 1 0 0
Joke/Funny/Meme 1 1 0 2 ... 2 6 0
Animals 0 0 0 0 … 0 0 2
Outdoor/sport activity 1 0 0 0 … 0 0 2
With friends 0 0 0 2 ... 1 1 1
Local events 1 0 0 0 … 0 0 3
Activism 1 0 0 0 … 0 0 0
Thoughts 0 0 0 0 … 0 0 1
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Reduce to two dimensions



THE PRINCIPAL COMPONENTS OF FRIENDSHIP 31

Facebook are about trips that friends have made through 
work  –  relaxing with a beer after a meeting or pictures from 
a conference dinner. So grouping these two categories 
together makes sense. The negative scores in this category all 
relate to events in the wider cultural sphere  –  news, sports 
and jokes all feature, as do activism and advertising. So this 
second principal component can be best described as  ‘ culture 
vs workplace ’ . 

 Notice that, while I assign the names public vs personal 
and culture vs workplace to the components, I am simply 
giving a name to categories generated by the algorithm. It 
was the algorithm, and not me, who decided that these were 
the best dimensions on which to describe my friends.  

 Now these dimensions are defi ned I can categorise my 
friends. Which of them are more interested in public life or 
their personal lives? Which are more work or more 
culture-oriented?   

 To fi nd out, I now place my friends in the public vs 
personal and culture vs workplace two-dimensional space 
(Figure 3.3). When I saw these names pop up on my screen, 
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  Figure 3.3  A breakdown of my friends along two principal 
components. The people on the right (squares) post mainly about 
friends, family and personal life. People at the bottom left (crosses) 
concentrate their posts on the news, sports and the public sphere. The 
people on the top left (circles) post mainly about work.  
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myPersonalitymyPersonality Project

http://mypersonality.org/wiki/doku.php?id=mining

the planned analyses on several small, randomly selected sub-
samples of different sizes to approximate the relationship be-
tween the data size and the time and memory required for the
analysis. This would not only inform the decision of how much
data to retain, but also expedite the code writing by reducing the
time required to test it.

Hands-On: Trimming the User–Like Matrix

Here, we demonstrate how to remove the least frequent data
points from the user–Like Matrix M built in the previous hands-on
section. Removing rare users and Likes from a matrix is relatively
straightforward: one has to discard rows and columns that have
fewer nonzero entries than chosen thresholds. However, as remov-
ing users can push some Likes below the threshold (and vice
versa), this process has to be iterated repeatedly until all users and
Likes in the matrix are above the corresponding thresholds.

We use relatively high thresholds of a minimum of 50 Likes per
user and a minimum of 150 users per Like to reduce the time
required for further analyses:8

repeat {
i <- sum(dim(M))
M <- M[rowSums(M) >= 50, colSums(M) >= 150]
if (sum(dim(M)) == i) break

}
This code employs a repeat loop that runs until it is interrupted
with the command break. Inside the loop, we first set i to contain
the sum of dimensions of M (i.e., the total count of its rows and
columns). Next, we retain only rows and columns containing at
least as many elements as the preset thresholds of 50 and 150,
respectively. Finally, we check if the size of M has changed. If it did,
the loop is interrupted; otherwise, it continues.

Next, users deleted from M are removed from the users object:

users <- users[match(rownames(M),
users$userid),]

The Trimmed Matrix M column in Table 1 presents descriptive
statistics of the trimmed user–Like Matrix M. Its size has been
significantly reduced—it now contains only nu ! 19,724 users and

nL ! 8,523 Likes. In the next section, we turn our attention to
extracting patterns from the trimmed user–Like Matrix M.

Extracting Patterns from Big Data Sets

This section focuses on extracting patterns from a user–footprint
matrix via two methods representative of two broad families: (a)
singular value decomposition (SVD; Golub & Reinsch, 1970), repre-
senting eigendecomposition-based methods, projecting a set of data
points into a set of dimensions; and (b) latent Dirichlet allocation
(LDA; Blei, Ng, & Jordan, 2003), representing cluster analytical
approaches. The main advantage of LDA and other cluster ana-
lytical approaches is the ease of their interpretation. However,
they also tend to be computationally expensive and work with
only non-negative data. (Fortunately, negative data are rare in
the context of digital footprints.) The main strengths of SVD
and many other eigendecomposition-based methods are their
simplicity and computational speed. As a result, they are often
used when developing predictive models. In contrast to LDA,
eigendecomposition-based methods can also be applied to data
sets including negative data points.

Reducing the dimensionality of the data (or extracting clusters)
has many advantages. First, in the context of big data sets, there are
often more variables than users. In such cases, reducing dimen-
sionality is essential, as most of the statistical analyses require that
there are more (and preferably many more) users than variables.
Second, even when there are more users than variables, further
reducing their numbers reduces the risk of overfitting and may
increase the statistical power of the results. Third, reducing dimen-
sionality removes multicollinearity and redundancy in the data by
grouping the correlated variables into a single dimension or clus-
ter. Fourth, a small set of dimensions or clusters subsuming the
data is easier to interpret than hundreds or thousands of separate
variables. Finally, reducing dimensionality decreases the compu-
tation time and memory required for further analyses.

Selecting the Number of Dimensions or Clusters
to Extract

One of the main considerations regarding data dimensionality
reduction is selecting the right number (denoted by k) of dimen-
sions or clusters to extract. Unfortunately, there is no single (or
simple) correct way of doing so. Moreover, the desirable value of
k depends on the intended application. If the goal is to gain insights
from the data, a small number of dimensions or clusters might be
easier to interpret and visualize. On the other hand, if the aim is to
build predictive models, a larger number of dimensions or clusters
will retain more information from the original matrix, thus en-
abling more accurate predictions. Set k too high, however, and the
benefits of dimensionality reduction discussed earlier are lost, and
the prediction accuracy may decrease. The following subsections
discuss SVD and LDA in more detail and introduce a few simple
methods of selecting the right value of k.

8 Studies based on similar data may employ lower thresholds to retain
more information. Kosinski et al. (2013), for example, used thresholds of
a minimum of two Likes per user and a maximum of 20 users per Like.

Table 1
Descriptive Statistics of the User–Like Matrix M

Descriptive Statistic Raw Matrix M Trimmed Matrix M

# of users 110,728 19,724
# of unique Likes 1,580,284 8,523
# of user–Like pairs 10,612,326 3,817,840
Matrix density 0.006% 2.27%
Likes per User

Mean 22 193
Median 96 106
Minimum 1 50
Maximum 7,973 2,487

Users per Like
Mean 7 448
Median 1 290
Minimum 1 150
Maximum 19,998 8,445

Note: See text for details.
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Personality algorithms have limitations

• It can predict diehard Republicans/Democrats with 85% accuracy.

• But it predicts more neurotic/less neurotic with only 60% accuracy.

• And ‘protect family with gun’ neurotic is very different from 
‘Nirvana/Emo’ neurotic. 







Algorithms are running our society, and we 
don’t really know what they are up to.

Our increasing reliance on technology 
and the internet has opened a window for 
mathematicians and data researchers to 
gaze through into our lives. Using the data 
they are constantly collecting about where 
we travel, where we shop, what we buy and 
what interests us, they can begin to predict 
our daily habits. But how reliable is this data? 
Without understanding what mathematics 
can and can’t do, it is impossible to get a 
handle on how it is changing our lives. 

In this book, David Sumpter takes an 
algorithm-strewn journey to the dark 
side of mathematics. He investigates the 
equations that analyse us, influence us and 
will (maybe) become like us, answering 
questions such as:

How does Facebook build a 100-dimensional 
picture of your personality?

Are Google algorithms racist and sexist?

Why do election predictions fail so 
drastically? 

 Are algorithms that are designed to find 
criminals making terrible mistakes?

What does the future hold as we relinquish 
our decision-making to machines?

Featuring interviews with those working at 
the cutting edge of algorithm research, 
along with a healthy dose of mathematical 
self-experiment, Outnumbered will explain 
how mathematics and statistics work in 
the real world, and what we should and 
shouldn’t worry about. 

A lot of people feel outnumbered by 
algorithms – don’t be one of them.

£16.99  US $27.00 / CAN.$36.00Author photo © Lovisa Sumpter

David Sumpter  is Professor of Applied 
Mathematics at the University of Uppsala, 
Sweden. Originally from London, but growing 
up in Scotland, he completed his doctorate 
in Mathematics at Manchester, and held a 
Royal Society Fellowship at Oxford before 
heading to Sweden. His scientific research 
covers everything from the inner workings 
of fish schools and ant colonies, the analysis 
of the passing networks of football teams, 
segregation in society to machine learning 
and artificial intelligence. 

David has written for The Economist, The 
Telegraph, Current Biology, Mathematics 
Today and FourFourTwo magazine, amongst 
others. He has been awarded the IMA’s 
Catherine Richards prize for communicating 
mathematics to a wider audience. David’s 
first book was Soccermatics: Mathematical 
Adventures in the Beautiful Game.

B L OOM S BURY  S IG M A ,  BOO K  TH IRT Y- S IX

‘You’ve heard about these algorithms that run your life, 
and you want to know two things: how exactly do they 
work? And how much should I worry? With a refreshing 

mix of in-depth knowledge and personal honesty, 
David Sumpter answers both those questions.’
Timandra Harkness, writer, comedian and 

broadcaster, and author of Big Data

‘A stellar book about the application of mathematics 
to the real world. Each chapter tells a fascinating story, 
and David’s warm and witty style demonstrates that a 

mathematician can be so much more than just 
a machine for turning coffee into theorems.  

A riveting read.’
Kit Yates, Senior Lecturer, Department of 

Mathematical Sciences, University of Bath

‘As millions slowly wake up to the pitfalls of handing over 
their digital lives, Sumpter combines engaging hands-on 
demonstrations with stories from insiders to shed light on 

precisely how data alchemists seek to persuade and 
predict us, and whether their almighty algorithms  

are all they’re hyped up to be.’ 
John Burn-Murdoch, data journalist, Financial Times
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Outnumbered
From Facebook 
and Google to
fake news and
filter-bubbles –
the algorithms 
that control
our lives

David
Sumpter

Featuring Cambridge Analytica



Using maths and stats to do 
good…



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing



http://www.richardpmann.com/workshop.html







What is this course about…

• We have such incredible skills.

• We have a lot of freedom and (some) time.

• We can use this to make the world better.

• In doing so we will be rewarded with new inspiration and insight.

https://www.tidningencurie.se/kronikor/i-started-caring-about-what-people-actually-cared-about/



What will we do…

• You will define a passion driven project, either by yourself or with 
others

• Ida-Maria and I will mentor you and we will help each other.

• Making the world better a better place can be anything from making 
one person smile to destroying Amazon or saving the Amazon.



What is good…

• We are going to find that this is difficult to define.

• But until now we know it when we see it.

• Or, at least until we realise we were seeing it wrong.

• I have some strong opinions on this matter.



Structure for the course

https://uppsala.instructure.com/courses/51420



Structure for the course

https://uppsala.instructure.com/courses/51420



Examination form

• You tell me or Ida-Maria when you feel that you have done enough 
maths for social good. 

• If you feel you have done 5hp worth of work we will pass that.

• If you feel you have done 10hp worth of work we will pass that.

• Or we will say to you that we think you have done 5hp or 10hp of 
good.


