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Artificial intelligence (AI) characterizes a new generation of technologies capable of
interacting with the environment and aiming to simulate human intelligence. The suc-
cess of integrating AI into organizations critically depends on workers’ trust in AI
technology. This review explains how AI differs from other technologies and presents
the existing empirical research on the determinants of human “trust” in AI, conducted in
multiple disciplines over the last 20 years. Based on the reviewed literature, we identify
the form of AI representation (robot, virtual, and embedded) and its level of machine
intelligence (i.e., its capabilities) as important antecedents to the development of trust
and propose a framework that addresses the elements that shape users’ cognitive and
emotional trust. Our review reveals the important role of AI’s tangibility, transparency,
reliability, and immediacy behaviors in developing cognitive trust, and the role of AI’s
anthropomorphism specifically for emotional trust. We also note several limitations in
the current evidence base, such as the diversity of trust measures and overreliance on
short-term, small sample, and experimental studies, where the development of trust is
likely to be different than in longer-term, higher stakes field environments. Based on our
review, we suggest the most promising paths for future research.

Artificial intelligence (AI) represents a highly capable
and complex technology that aims to simulate human
intelligence. AI sits at the core of what has been termed
the “fourth industrial revolution” (Schwab, 2017), dis-
tinguished by the shift of agency and control from
humans to technology,andthus transformsourprevious
understanding of human–technology relations (Murray,
Rhymer, & Sirmon, 2020). This revolution and its im-
plications highlight new theoretical and empirical
questions that need to be addressed by organizational
researchers, as AI has the potential to dramatically

change theoverallworkforcestructureaswellas theway
organizationsand jobsaredesigned,decisions aremade,
and knowledge is managed (Brynjolfsson, Mitchell, &
Rock,2018;Danaher, 2017;Huang&Rust, 2018;Kaplan,
2015; Kellogg, Valentine, & Christin, 2019; Pfeffer, 2018;
Wirtz et al., 2018; Graetz & Michaels, 2018). The exact
shape of these changes is still to be determined; this
leaves room for an open,multidisciplinarydialogue that
should explore human–AI collaboration and further
facilitate the way AI is developed. The trust that users
develop inAI technologywill be central todetermining
its role in organizations moving forward. Thus, we re-
viewthelatestempirical research to laya foundation for
understanding the ways humans develop trust in AI.

As development of trust among humans is highly
dependent on the physical appearance of the trustee
(Cho & Hu, 2009; Duarte, Siegel, & Young, 2012), AI
embodiment is likely tobeanimportantconsiderationin
trustdevelopmentbetweenhumansandAI.Researchers
have examined AI in a variety of embodiment forms: as
aphysical robot, avirtualagentorbot,or in forms thatare
invisible to the user, embedded inside of a computer or
other tool. In addition to variance in AI embodiment,
researchers examined human trust inAI under different
levels of AImachine intelligence, that is, its capabilities.
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Higher machine intelligence means more complex
technological abilities, which allowAI to producemore
autonomous and complex actions (Chen & Barnes,
2014; Hancock, Billings, Schaefer, Chen, De Visser, &
Parasuraman, 2011). Users are not always aware of the
actual technological sophistication of AI; while in
some cases highly intelligent machines are acting in
their full capacity, in others the capability may not
be fully manifest in their behavior. For current pur-
poses, we focus on the trust of human users, and thus
address the perceived machine intelligence from the
users’ point of view.

Proceeding from the intersection of research on AI
and the extant literature on human trust, we organize
our review of the existing literature by considering the
physical appearance of AI (i.e., its representation),
addressing the level of machine intelligence, and look-
ing at the implications of each for the development of
both cognitive and emotional trust (McAllister, 1995). In
contrast to the existing reviews and meta-analyses that
focused on studies from a specific field, such as robotics
(Hancock et al., 2011) or human factors (Hoff & Bashir,
2015; Lee & See, 2004), this review integrates research
from different disciplines, providing a comprehensive
overview. For each AI representation (robotic, virtual,
and embedded), we discuss the common dimensions
that emerged from our review as relevant for cognitive
trust (tangibility, transparency, reliability, task charac-
teristics, and immediacy behaviors) and for emotional
trust (tangibility, anthropomorphism, and immediacy
behaviors).

LITERATURE REVIEW METHODOLOGY

This review presents the way trust in AI is cur-
rently discussed in the literatures of computer sci-
ence, human–computer interaction, human factors,
information systems, robotics, management, mar-
keting, and psychology. Focusing on human trust in
AI, we first used the Google Scholar platform, search-
ing for the following key words: AI, intelligent agents,
agent–human interaction, algorithm aversion, robot–
human interaction, intelligent automation, trust in
robot, and trust in technology. We limited the search
to articles published in the last 20 years (between
1999 and 2019) to address the empirical work
concomitant with the recent technological devel-
opment of AI. We screened articles based on the
content, including those relevant to human trust
in AI, while excluding descriptions of algorithm/
architecture (without reference to trust), or
those focusing on trust only among humans.We then
followed cross-reference techniques to find more

relevant articles. This search revealed approximately
200 peer-reviewed articles and conference pro-
ceedings from the fields of organizational behavior,
human–computer interactions, robot–human in-
teractions, information systems, information technol-
ogy, and engineering. Finally, we used three
databases, Business Source Premier, Engineering
Village, and PsycINFO, to complete the literature re-
view and, using the same guidelines, added an addi-
tional 50 articles based on their content. Of the
mentioned articles, only about 150 have presented
empirical research that directly or indirectly ad-
dresses human trust in AI. We have also included
most recent published review articles that focus on
trust in technology or in robotics in more general
terms.

In proceeding with our review, we first define AI
and then discuss the broader perspective of its in-
tegration into organizations and review the concept of
trust from a multidisciplinary perspective. We pres-
ent the empirical research for the threemajor types of
AI representations and consider the intersectionwith
the levels of machine intelligence, first for the devel-
opment of cognitive and then for emotional trust.
Next, we discuss the integration of the research, as
well as its implications for organizations, the existing
limitations, and directions for future research.

WHAT IS AI?

In management research, AI is defined as a new
generation of technologies capable of interacting
with the environment by (a) gathering information
from outside (including from natural language) or
from other computer systems; (b) interpreting this
information, recognizing patterns, inducing rules, or
predicting events; (c) generating results, answering
questions, or giving instructions to other systems;
and (d) evaluating the results of their actions and
improving their decision systems to achieve specific
objectives (Ferràs-Hernández, 2018). The interac-
tional properties of AI make it capable of learning
and changing its behavior based on the cues from the
environment (Frantz, 2003; Rahwan et al., 2019). As
the environment in which AI functions is usually
highly complex and partially random, AI’s behavior
is not deterministic (Danks & London, 2017), and the
complex multilayered process of AI decision-making
is generally not transparent. This means that AI’s de-
cisions could be difficult to predict, and the logic be-
hind each decision made is often poorly understood.

The futuristic literature assumes AI is a set of algo-
rithms able to perform all tasks just as well as, or even
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better than, humans. However, this type of superintelli-
gence, known as strong or general AI, does not yet exist,
and thus this reviewis focusedon theweakornarrowAI
that is currently in use (Raj & Seamans, 2019; Russell &
Norvig, 1995). Weak AI is based on a variety of tech-
nologies that are able to achieve fragments of the sim-
ulationofhumanintelligence, suchas face recognition.
To better understand how AI differs from more tradi-
tional technology, it is useful to explainonecommonly
used component of AI, namely machine learning.

Machine learning is the ability of computers to
adjust their behavior based on the data towhich they
are exposed (Samuel, 1959). This means that having
a specific goal, such as minimizing number of mis-
ses, and a set of rules that define what is a miss or
a hit, will enable computers to adjust their decisions
based on their experiences. This learning process
requires a large amount of data that can be used for
training. When properly trained, AI is able to make
accuratedecisionswithnewlypresented similar data,
and adjust its behavior when necessary (Brynjolfsson
&Mitchell, 2017). However, the training process may
introduce unintended bias via the features of the
data, the algorithm, or the data–algorithm interac-
tion (Danks & London, 2017).

There are two important assumptions in machine
learning: First, while the goal is being established by
the programmer (for instance, to minimize misses vs.
maximize hits), the specific calculations that lead
computers to the decision are based on the data and are
mostlyunknown.Second, thecomputersareable touse
data to a greater extent thanhumans, andmay therefore
achieve better results than humans (Brynjolfsson &
Mitchell, 2017). For example, consider Arthur Samuel,
one of the pioneers of machine learning, who taught
a computer program to play checkers (Frantz, 2003).
His goal was to teach it to play checkers better than
himself, which was not something he could program
explicitly. Samuel used a large number of annotated
games,with thegoodmovesdistinguished fromthebad
ones, and a Guide to Checkers to adjust the criteria for
choosing moves, so that the program would choose
those moves thought to be good by checker experts as
often as possible. In 1962, Samuel’s program beat the
checkers champion of the state of Connecticut, who
was the fourth in the nation, as it was able to play
checkers better than its programmer (McCarthy &
Feigenbaum, 1990). Even though the program was ap-
plying preprogrammed rules, it learned to play better
than its creator, making decisions in a better way than
the programmer could, which is a key difference be-
tween prior generations of technology (which were
limited by the knowledge of the programmer) and AI.

Considering the unique qualities of AI technology,
it is important to address the difference between
AI and automation, as these terms are often used in-
terchangeably (e.g., Lee & See, 2004). Automation
refers to the situation where computers follow pre-
programmed rules to perform repetitive and mono-
tonic tasks thatwere previously performed by humans
(Parasuraman & Riley, 1997). The behavior pro-
duced by traditional automation and its outcomes
are preprogrammed and well understood. Tradi-
tional automation is deterministic and does not in-
clude any learning processes (e.g., Raj & Seamans,
2019). However, automation can be enabled by AI,
whichmeans that machine learning algorithmsmake
the rules that the automated process follows, and
they also learn and adjust based on experience and
feedback. Consequently, automation plays a role in
carrying out the actions determined by an intelligent
system, and thus this review includes research that
examines trust in intelligent, AI-enabled automation.
The specific, technical details of AI are beyond the
scope of this review; our focus is on reviewing exist-
ing empirical research related to users’ perceptions
and tendencies to trust or not trust AI technology.

TRUST AND INTEGRATION OF AI
IN ORGANIZATIONS

Early work on the acceptance and use of new
technology in organizations tended to focus on user
reactions to technological features. For example, the
Technology Acceptance Model (TAM; Davis, 1989)
emphasizes perceived usefulness (the degree towhich
a potential user believes that technology will help to
perform a task) and ease of use (the perceived utility
of the effort to use the new technology) as the main
determinants of users’ attitudes and behavioral in-
tention to use and accept the system (Davis, 1989).
More recent approaches have further added the con-
cept of trust as a predictor of technology acceptance
(Ghazizadeh, Lee, & Boyle, 2012; Hoff & Bashir, 2015;
Lee & See, 2004; Pavlou, 2003).

A focusonissuesof trustallowsus toaddressnotonly
the disuse (a rejection) of technology but also itsmisuse
(an inappropriate overreliance on technology) or its
abuse (harmful use to achieve an individual gain;
Parasuraman & Riley, 1997). Trust can predict the level
of reliance on technology, whereas the level of corre-
spondence between user’s trust and the technology’s
capabilities, known as calibration, can influence the
actual outcomes of technology use. Low trust in highly
capable technologywould lead to disuse andhigh costs
in terms of lost time and work efficiency, as well as

2020 629Glikson and Woolley



possible abuse, whereas high trust in incapable tech-
nology would lead to over-trust and misuse, which in
turnmay cause a breach of safety and other undesirable
outcomes (Hoff & Bashir, 2015; Lee & See, 2004).

One of the most cited definitions of trust was sug-
gested by Mayer, Davis, and Schoorman (1995), who
argued that trust is “the willingness of a party to be vul-
nerable to the actions of another party based on the ex-
pectation that the other will perform a particular action
important to the trustor, irrespective of the ability to
monitor or control that other party” (Mayer, Davis, &
Schoorman, 1995, p. 712). This definition emphasizes
awillingness to be vulnerable and the importance of the
actions at stake, anddoesnot limit the concept of trust to
human–humaninteraction,allowingus toconsider trust
with regard to technology, including AI (Wang, Qiu,
Kim, & Benbasat, 2016). Although definitions in other
literatures incorporate some different assumptions,
such as socially embedded properties of human or
institutional relations, the conceptualization of trust
as a tendency to take a meaningful risk while believ-
ing in a high chance of positive outcome is common
across different disciplines (Hoff & Bashir, 2015;
Rousseau, Sitkin, Burt, & Camerer, 1998).

Trust is particularly relevant to the human–AI re-
lationships because of the perceived risk embedded in
them, due to the complexity and nondeterminism of AI
behaviors, and its future role in the workplace. AI is
perceived as technology that slowly will take over dif-
ferent types of (currently) human jobs as well as funda-
mentally transform the structureof organizations (Davis,
2019). It is still not clear whether low-skilled and low-
cost employees, such as frontline service representa-
tives,areatahigherriskofbeingreplacedbyAI(Huang&
Rust, 2018; Pfeffer, 2018; Wirtz et al., 2018) than
knowledge workers and top-level managers who
rely on analytical and rational knowledge process-
ing, and whose high cost makes their replacement
financially attractive (Ferràs-Hernández, 2018;
Loebbecke & Picot, 2015). In the present, some “hu-
man” tasks are already being performed by AI
(Brynjolfsson&Mitchell, 2017).Analyzing tasksacross
almost 1,000 occupations, Brynjolfsson et al. (2018)
found thatmost occupations inmost industries have at
least some tasks that could be replaced by AI (suitable
formachine learning).However, there isnooccupation
in which all the current tasks could be replaced
(Brynjolfsson et al., 2018). That being said, there is also
no disagreement that the labor force will go through
a dramatic change, with some jobs disappearing and
new jobs being created (Faraj, Pachidi, & Sayegh, 2018).

Trust is a dynamic concept that is prone to changes
based on the behavior of the trusted agent (Crisp &

Jarvenpaa, 2013; Schoorman, Mayer, & Davis, 2007).
Hoff and Bashir (2015) posited that the way trust in
technology unfolds differs from the way it develops in
humans because of the common positivity bias toward
new technologies (Parasuraman & Manzey, 2010). In
contrast to the low trust that exists initially between
unfamiliar humans, new technologies may produce
unrealistically optimistic beliefs regarding their abilities
and functionality (Dzindolet, Peterson, Pomranky,
Pierce, & Beck, 2003). Thus, although trust in humans
generally increases with time through frequent in-
teractions, trust in technology decreases with time,
based on encounters with errors and malfunctions
(Madhavan &Wiegmann, 2007). However, the opposite
also could be true when it comes to AI. Pointing out the
widespread skepticism associated with the immaturity
of existing AI (Hengstler, Enkel, & Duelli, 2016) and the
difficulties associated with the acceptance of new tech-
nologies (Leonardi, 2009), some researchers suggest
that low level of trust from an initial encounter may
increase following a direct interaction (Ullman &
Malle, 2017). In this review, we address the dynamic
nature of trust by discussing the trajectory overwhich
trust develops for users interacting with different AI
representations.We also examine the AI features that
facilitate the development of trust, such as tangibility,
transparency, reliability, and immediacy behaviors;
the context of the taskbeingperformed; and the roleof
machine intelligence in moderating the impact of
experience with AI on human trust.

Much of the extant organizational research has con-
sidered trust to be a cognitive construct that involves
rational evaluationof the trustee and situational features
(Schoorman et al., 2007). However, trust might also be
influenced by irrational factors, such as emotions and
mood (Komiak & Benbasat, 2006). McAllister (1995) re-
ferred to the latter as emotion-driven or affect-based
trust, suggesting that in interpersonal relationships,
people develop social connections that provide support
and comfort—in addition to cognitive trust that is based
on perceptions of trustee reliance and competence. The
emotional trust between human coworkers differs from
cognitive trust not only in its antecedents but also in its
behavioral consequences (Jones & George, 1998; Ng &
Chua, 2006). Recognizing the differences between trust
in humans and trust in technology, Hoff and Bashir
(2015) argued that for understanding the adoption of
a complex new technology, it is essential to address
emotion-driven trust.Theuseofunknownsophisticated
technology, such as AI, suggests a need for a “leap of
faith” (Hoff & Bashir, 2015; Lee & See, 2004) and trust in
processes that cannotbedirectlyobservedorcognitively
understood. Therefore, in this review, we address
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empirical research that examined both cognitive and
emotional trust in AI.

BUILDING COGNITIVE TRUST IN AI

Research on human trust attests to the importance
of an object’s representation and tangibility for estab-
lishing trust, and the extant research on AI also sup-
ports this notion (Krämer, Lucas, Schmitt, & Gratch,
2017;Lee, Jung,Kim,&Kim,2006;Li, 2015).However,
research that addresses more than one type of AI
representation (such as physical robot vs. virtual
bot) is rare, as different disciplines tend to focus on
a specific type of representation. At the same time,
similar representations are often studied by several
disciplines. For instance, researchers in robotics
and human factors mostly study trust in robots,
whereas researchers in information systems, mar-
keting, and human–computer interactions study
trust in recommendation agents. Thus, organizing
a review by field of study would not be helpful.
Taking a user-centered approach and embracing
the physical embodiment notion that addresses the
physical representation of AI (Lee et al., 2006a), we
organize the review based on the way AI is presented
to human users, separating between AI-enabled ro-
bots, AI-enabled virtual agents, and embedded AI.
Reviewing the research across disciplines that are
relevant to each representation, we directly address
the role of AI representation.

As argued previously, trust could be both cogni-
tive (based on rational thinking) and emotional
(based on affect; McAllister, 1995), and as these
types of trust might differ in their antecedents, we
discuss their development separately.2 Therefore,
we start by discussing the dimensions influencing
cognitive trust within each physical representation,
such as tangibility, transparency, and reliability; task
characteristics; and immediacy behaviors, with the
latter reflecting the special interactive abilities of AI.
In each section, we present an overview of the find-
ings, the trajectoryof trust, and reviewextant research
on each dimension relevant to each type of technol-
ogy representation (robotic, virtual, or embedded).

When researchers examine cognitive trust in AI,
they measure it as a function of whether users are
willing to take factual information or advice and act on
it, as well as whether they see the technology as help-
ful, competent, or useful. Based on prior research that
examined trust in technology (Hancock et al., 2011;
Hoff & Bashir, 2015; Lee & See, 2004), we organize
the review of cognitive trust in AI by addressing the
dimensions that were found to influence trust. We
start each section by discussing the trajectory of
trust as is evident in the reviewed research and the
specific role of AI tangibility, that is, its capability of
being perceived or touched, in developing trust. An
overview of our conclusions can be found in Table 1
and Figure 1.

Transparency reflects the level to which the un-
derlying operating rules and inner logics of the tech-
nology are apparent to the users and is considered to
be critical for developing trust in new technology
(Hoff & Bashir, 2015). It is more problematic for AI
than other technologies, especially when methods
such as deep learning are involved. An important
aspect of transparency includes different types of
explanations regarding how AI works or why a spe-
cific decision was made that are understandable to
users, even when they have little technical knowl-
edge. The review focuses on the studied implications
of these explanations for cognitive trust.

Reliability, or exhibiting the same and expected
behavior over time, is also critical to technology
trustworthiness (Hoff & Bashir, 2015). In the case of
AI, reliability is often difficult to assess, especially
in the context of high machine intelligence, as learn-
ing from data can lead technology to exhibit different
behavior, even if the underlying objective function
remains the same. As our review reveals, the relation-
ship between AI reliability and trust is less straight-
forward in high versus low intelligence technologies
and varies across AI representations.

Technologies are believed to be more efficient
in some tasks than in others and, therefore, task
characteristics related to the work the technology
is performing, such as whether it deals with largely
technical or interpersonal judgments, could be an
important antecedent for cognitive trust in AI
(Hancock et al., 2011). High machine intelligence
not only improves the performance of AI in tradi-
tional technology-related tasks but also increases
the range of tasks that could be performed by tech-
nology. As the range of tasks AI can perform keeps
growing, the role of task characteristics in de-
veloping cognitive trust becomes more complex
and less stable.

2 It is important to note that in many cases, researchers
did not make a clear distinction regarding the type of trust
in AI they study; we inferred this distinction based on the
context of the study, trust antecedents, and trust measures.
When the studied mechanism was based on affect or
emotions, we categorized it as emotional trust, andwhen it
was based on cognition or rationality, as cognitive trust.
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High machine intelligence that allows the tech-
nology to interact with the environment and be re-
sponsive to users has introduced a variety of AI
immediacy behaviors. Immediacy has been defined as
the degree of perceived physical and/or psychological
closeness between people (Mehrabian, 1967). Imme-
diacy behaviors refer to socially oriented gestures
intended to increase interpersonal closeness, such as
proactivity, active listening, and responsiveness. These
behaviors are perceived as signs of machine intelli-
gence and influence cognitive trust by raising the ex-
pectations of high-quality performance and positive
experience during mutual work.

Cognitive Trust in Robotic AI

AI-enabled robots may have a variety of functions
and capabilities as well as different mechanical or
human-like representations; they could be physically
present or distantly located and perform mechani-
cal or socially oriented tasks. Based on the extant re-
search, this review focuses on interactions with
physically present robots, addressing remote robots
only with regard to transparency and task character-
istics. The initial trust in robotic AI is relatively low;
therefore, factors such as reliability, transparency, and
characteristics of the task could play an important role
indeveloping trust.Nevertheless, it seems that amuch

TABLE 1
Main Effects of Dimensions on Cognitive Trust in AI, Organized by Representation

Dimensions Robotic AI Virtual AI Embedded AI

Tangibility Physical presence increases trust:
More trust in robotic AI than in
virtual AI.

Visual presence increases trust:
More trust in virtual AI than in
embedded AI.

The effect of awareness on the use of
AI is not clear.

Selected
references

Bainbridge et al. (2011), Lee, Peng, Jin,
& Yan (2006), Salem et al. (2015),
Shinozawa et al. (2005)

Chattaraman et al. (2014), Mumm &
Mutlu (2011)

Eslami et al. (2015)

Transparency Transparencymight increase trust, but
the empirical research is scant.

Transparency of AI reliability and
explanations of how algorithm
works increase trust.

Transparency of how algorithmworks
increases trust; especially needed
for highly intelligent managerial
systems.

Selected
references

Sanders et al. (2014) Fan et al. (2008), Wang & Benbasat
(2007), Wang et al. (2016)

Alan et al. (2014), Chao et al. (2016),
Dietvorst et al. (2016), Dzindolet
et al. (2003), Kizilcec (2016), Lee,
Kusbit, Metsky, & Dabbish (2015),
Möhlmann & Zalmanson (2017)

Reliability Low reliability decreases trust, but not
always: When robot is perceived as
having high machine intelligence,
peopletendtofollowevenafaultyrobot.

Low reliability mostly decreases trust
in laboratory and field studies
where the initial trustwas veryhigh.

Low reliability significantly decreases
trust, and the way to restore trust is
difficult and takes time.

Selected
references

Bainbridge et al. (2011), Desai et al.
(2012), Freedy et al. (2007), Robinette
et al. (2016), Salem et al. (2015)

Fan et al. (2008); Glass et al. (2008);
Moran et al. (2013)

Dietvorst et al. (2015); Dzindolet et al.
(2003); Manzey et al. (2012)

Task
characteristics

In technical tasks the trust is higher
than in tasks that require social
intelligence.

In technical tasks that require data
analysis, trust in AI is higher than
in humans.

In tasks that require social
intelligence, the trust in humans
is higher than in AI; high self-
confidence moderates the trust in AI.

Selected
references

Gaudiello et al. (2016), Gombolay et al.
(2015)

Ramchurn et al. (2016) Dietvorst et al. (2016), Logg et al.
(2018)

Immediacy
behaviors

Responsiveness, adaptiveness, and
pro-social behaviors increase trust.

Personalization and use of persuasion
tactics increase trust.

Personalization improves trust;
constant tracking of workers’
behaviors may decrease trust.

Selected
references

Baraglia et al. (2016), De Visser &
Parasuraman (2011), Hoffman &
Breazeal (2007), Oistad et al. (2016)

Andrews (2012), Fenster et al. (2012),
Komiak & Benbasat (2006)

Dzindolet et al. (2003), Lee et al.
(2015), Matz et al. (2017),
Möhlmann & Zalmanson (2017)
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more important role is being played by the level of
machine intelligence that allows robots to engage in
a variety of behaviors that increase immediacy, such
as responsiveness to users.

Trust Trajectory

Extant research addressing the trajectory of human
trust in robotic AI suggests that the initial trust starts
at a low level and develops over time, as depicted in
Figure 1. Thismeans that trust in roboticAI develops
in a manner that is similar to trust in humans and
increases followingdirect interaction (Haring, Silvera-
Tawil, Watanabe, & Velonaki, 2016; Ullman & Malle,
2017). For instance,Waytz, Heafner, and Epley (2014)
found that participants who drove a car that was par-
tially autonomous reported higher trust in its abilities
than participants without such experience. Bartneck,
Suzuki, Kanda, and Nomura (2006) noted that a short
interaction with a robotic pet significantly improved
the overall attitude toward robots. Even for children,
a hands-on experience with an automated robot was
found to increase trustmore thanother activities, such
aswatching a video that explained the robot’s abilities
(Rossi,Holthaus,Dautenhahn,Koay,&Walters, 2018).

Additional evidence for low initial trust in robotic
AI is observed in both laboratory and field studies.
For instance, Ullman and Malle (2017) tested the way
people trust a small robotic vehicle capable of gener-
ating and adjusting its paths. The researchers com-
pared a condition in which the robot was autonomous
and performed required adjustments without any hu-
man involvement to a condition in which, to activate
theadjustment,participantshad topushabutton.They
found that participants reported higher cognitive trust

in the robot they controlled. Furthermore, following
this controlled experience of involvement, partic-
ipants expressed significantly higher trust in po-
tential future robots (Ullman & Malle, 2017).

In field studies, robots were also treated with great
suspicionand low initial trust. Importantly, low initial
trust does not necessarily lead to a lack of use but can
be translated into amisuseof technology, especially in
real-life situations. For example, Andrist, Bohus, Yu,
and Horvitz (2016) conducted a field study in which
they analyzedhuman–robot interactions in a lobby of
an office building. The robot’s goal was to provide
directions to different building areas, such as eleva-
tors, in response to users’ requests. Analyzing the
videotaped interactions across several days, re-
searchers reported that 81 percent of the interactions
were playful, with no real intent to get directions. In
the next stage, the robot was programmed to respond
to a playful approach, such as laughter, with a direct
question regarding the intent of the user. Researchers
found that only 15 percent of users admitted to mis-
using the robot, whereas others insisted that they
were truly asking for the robot’s assistance (Andrist
et al., 2016). Despite users denying being playful,
their actual use of a robot has the potential to teach
about its abilities and build trust.

As the level of machine intelligence of robotic AI
increases, it becomes capable of engaging in greater
immediacy behaviors. As a result of the robot’s en-
gagement in such human-like behaviors, users’ ini-
tial trust steeply increases and leads to greater
user compliance with the robot’s directives. Al-
though users may perceive this compliance as reci-
procity, the observed tendency to cede control to
a robot, evenwhen the latter demonstrates erroneous

FIGURE 1
Trajectories of Trust for Robotic, Virtual, and Embedded AI as Reflected by Most of the Reviewed Studies
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function, is worrisome. We will discuss the issue of
compliance despite a robot’s erroneous behavior in
the section on reliability.

Tangibility

One of the main factors that is known to influence
initial trust is the robot’s actual tangible physical
presence (for a review, see Li, 2015). For instance,
Bainbridge, Hart, Kim, and Scassellati (2011) com-
pared a physically present robot and an identical 2D
image presented on a screen. They found that par-
ticipants were quicker to respond to the physical
robot. Furthermore, testing trust by examining com-
pliancewith anunusual request, the researchers found
that participants weremore compliant with a physical
robot than its 2D representation.

Shinozawa,Naya,Yamato, andKogure (2005)made
similar comparisons, using the willingness to accept
a robot’s advice as a behavioral measure of trust. They
also found higher trust in the physically present robot;
however, thiswas only for tasks presented in a physical
space. When the task was presented on a screen, there
was no difference between the robot and the on-screen
image conditions. These latter findings suggest that the
fitbetweentheAI representationandthepresentationof
the task may influence human trust, decreasing the
positive impact of physical presence for tasks that are
completed online.

Looije, Neerincx, and Cnossen (2010) also com-
pared a physically present robot and its 2D virtual
representation and found that the physically present
robot was significantly more trusted than its virtual
representation. However, problems with the smooth-
ness of the robot’s movement harmed its ability to
react to the participants’ voices and drove the partic-
ipants to perceive the 2D virtual representation as
havingamoresocialpersonality—beingmore friendly
and kind. As responsive behavior is more easily cre-
ated in an animated virtual agent than in a robot, it is
important to further evaluate the relative effect of AI’s
physical presence in comparison to virtual AI re-
sponsiveness on trust. Based on the existing research,
it seems that tangibility is more important to trust
than responsiveness, but in long-term interactions, the
prosocial, responsive behaviors could play a more
significant role.

Additional evidence for the positive effect of phys-
ical presence can be found in a study performed by
Cormier, Young, Nakane, Newman, and Durocher
(2013). Modeled after Milgram’s compliance experi-
ment, researchers asked participants to perform an
extremely boring document-sorting task in the

presence of a robot that was only able to voice such
phrases as “please continue doing the task.” The ro-
bot had significantly less effect on participants’ be-
havior than a human facilitator, yet 48 percent of
participants followed the robot’s request and con-
tinued the task, while openly voicing their boredom
and dissatisfaction.

Existing research shows that it is not only the
physical presence that influences cognitive trust but
also a robot’s physical appearance. For instance, re-
searchers found that robot appearance is often
interpreted by users as signaling the level of robot
intelligence, and even influences moral judgments,
so that human-like robots are expected to make hu-
man-like moral decisions, in contrast to robots with
a mechanical appearance (Malle, Scheutz, Forlizzi,
&Voiklis, 2016). Interestingly, human-likeness is not
always associated with perceptions of higher in-
telligence. Carlson, Sweet, Rhizor, Poston, Lucas,
and Feil-seifer (2015) examined the impact of a co-
operation-oriented team activity on perceptions of
a team member robot. They found that the team-
building activity improved the perception of the ro-
bot’s anthropomorphism but not the perception of
the robot’s level of intelligence.

Transparency

Despite an extensive focus on the importance of al-
gorithm transparency for cognitive trust, the existing
research on the role of transparency for trust in robotic
AI is very limited and mostly relates to robots that
work in remote locations, focusing on the need for
shared awareness (Chen & Barnes, 2014; Stubbs,
Wettergreen, & Hinds, 2007). Extant research pro-
vides only general support for the positive effect of
constant information flow on cognitive trust in ro-
bots (Sanders, Wixon, Schafer, Chen, & Hancock,
2014). Future research must address this gap and
test the effect of transparency for both remote and
collocated robots.

Reliability

An increase in trust following interaction usually
suggests highly reliable performance. Interestingly,
we could find only a few studies that examined the
direct impact of reliability of AI-enabled robots on
trust. For instance, Robinette, Howard, and Wagner
(2017) showed in several studies that in high-risk
situations participants lost trust in the advice of
a robot that made a mistake. However, different fac-
tors may significantly moderate the relationship
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between a robot’s failure and subsequent human
trust. For instance, Desai, Kaniarasu, Medvedev,
Steinfeld, and Yanco (2013) examined the moder-
ating effect of the timing of a robot’s failure. They
found that early drops in reliability lowered real-
time trust more than later drops. Freedy, DeVisser,
Weltman, and Coeyman (2007) reported similar re-
sults connecting the early failures to the first impres-
sion regarding the robot’s capabilities. However,
comparing three different levels of the robot’s re-
liability across several trials, researchers also found
thatexperiencewitha low reliability robot increased
trust, even though the robot was consistently fail-
ing. Working with inconsistent reliability (i.e.,
a medium level of reliability) was more confusing
to the participants, and their trust in this condition
was lower than in the low reliability condition.
Some level of caution should be exercised in gen-
eralizing these findings, however, as the study had
only 12 participants. It is important for ongoing
research to examine whether these results would
replicate in a large sample and if reliability is more
important for trust in robotic AI than the quality of
its performance.

A high level of machine intelligence allows AI-
enabled robots not only to assist humans in a variety
of tasksbut also toengage inmanagerial activities that
exert some control over users’ behavior, such as task
allocation, task instructions, or guidance. Reviewing
studies in which robots played a semi-managerial
role reveals that a robot’s reliability could play a less
important role for human trust and compliance than
previously assumed. For instance, Salem, Lakatos,
Amirabdollahian, andDautenhahn (2015) found that
people followed a human-like robot’s instructions
even when they witnessed its erroneous behavior.
The faulty behavior had a significant impact on par-
ticipants’ perceptions of reliability and trust; how-
ever, these perceptions did not translate into reduced
compliance. Researchers reported that 91percent of
participants followed all robot instructions, even
the unreasonable ones, such as pouring juice on
a plant and disclosing a personal password. Simi-
larly, Robinette, Howard, and Wagner (2015) and
Robinette, Li, Allen, Howard, and Wagner (2016)
found that people tend to follow a robot’s lead in an
emergency situation, even when its prior behavior
indicates a serious malfunction.

Despite the obvious limitations regarding the ex-
ternal validity of these laboratory-based studies, in-
cluding the short-term interactions and low actual
risk involved (even in the emergency scenario it is
not clear to what extent the participant actually felt

danger), the tendency to follow a highly intelligent
roboticAI, evenwhen its’ actions are questionable, is
worrisome and requires more research. We will fur-
ther discuss the aspects of robots’ erroneous behav-
ior in the section on emotional trust.

Task Characteristics

Looking into the effect of task characteristics on
trusting behavior, Gaudiello, Zibetti, Lefort, Chetouani,
and Ivaldi (2016) measured the extent to which
participants were willing to change their answers
followinga robot’sadvice.Researchersused functional
questions, such as an evaluation of objects’ weight,
color, and sound, and questions of a social nature re-
garding the importance of different objects in social
scenery, such as a public pool. All cases presented
uncertain situations in which any answer could be
correct, whereas the human-like robot provided ad-
vice that was always the opposite of the participant’s
opinion. Results indicate that people conform with
the robot more readily on functional issues than on
social issues; however, the effect size was small, and
the overall rate of accepting the robot’s advice on any
issue was low (significantly lower than 50 percent).

In the area of team interpersonal dynamics,
Martelaro, Jung, and Hinds (2015) tested the willing-
ness of participants to cooperate with a robot’s in-
tervention into team conflict. The robot was designed
to intervene when one of the team members (a con-
federate) became very rude. The task of the robot was
to restore appropriate communication and avoid de-
terioration of the conflict. The researchers found, in
contrast to what was expected, that the robot’s in-
tervention made the existence of conflict more visi-
ble to the teammembers.

Gombolay,Gutierrez,Clarke,Sturla, andShah (2015)
tested the effects of shared decision-making au-
thority in human–robot and human-only teams in
a manufacturing setting. They found that although
people value human teammates more than robotic
teammates, they trusted the robot’s ability to schedule
tasks and manage the workflow. Thus, for a task that
requires complex analysis and optimization to reach
an effective flow of actions, participants tend to cede
their control and authority to the robot, demonstrating
high trust. As robots gain more capabilities related to
facilitating or even managing team dynamics, it is
important to note that for human users to trust and
accept a robot’s actions, the task allocated to the robot
should be well matched to its actual abilities.

These studies demonstrate the importance of
the task for developing cognitive trust in a robot,
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emphasizing the benefits of tasks that involve com-
plex calculations and technological abilities versus
tasks with social features. These findings are con-
sistent with the MABA-HABA (“Machines Are Bet-
ter At vs. Humans Are Better At”) framework that
signifies the actions in which machines have signif-
icant advantages over humans, such as objective
calculations (Bradshaw, Feltovich, & Johnson, 2011;
de Winter & Dodou, 2014; Lee, 2018).

Nevertheless, as a robot’s level of machine intelli-
gence increases, so does the ability to demonstrate
responsive, prosocial behaviors, which raises the
expectation that robots will be able to fill more
social roles, such as companionship. Strohkorb-
Sebo, Traeger, Jung, and Scassellati (2018) exam-
ined the effect of a robot’s disclosed vulnerability
on team dynamics and collaboration. Playing the
role of a team facilitator, a humanoid (i.e., human-
like) robot was designed to make comments on the
team’s progress during task performance. The robot’s
tactical expressions were compared with more emo-
tional, encouraging or disappointed expressions.
When the robot’s behavior was more emotional, team
members were more active in reducing tension when
theymademistakes and exhibitedmore trust-building
behaviors. As discussed in the previous section with
respect to pro-social but low reliability robots, as ro-
botic AI behavior becomes human-like, it becomes
easier for users to trust and follow them, regardless of
the exact task (and the level of reliability). Future re-
search must address the moderating role of task char-
acteristics on the effect of machine intelligence and
social behaviors inbuildingcognitive trust, not only in
laboratory studies but also in field settings. It is pos-
sible that at a workplace, in contrast to a laboratory,
trust in ahighly intelligent robotwouldstill dependon
the nature of the tasks being performed.

Immediacy Behaviors

Incorporating higher levels of machine intelligence
has enabled robots to react to human presence and
speech, creating “social-robots,” interactive assistants
that are able to serve in roles such as an interactive
museum guide, team member, or social companion
(Bickmore, Pfeifer, & Schulman, 2011;Hinds, Roberts,
& Jones, 2004; Zhang,Kaber, Zhu, Swangnetr,Mosaly,
& Hodge, 2010). Interestingly, while paying less at-
tention to robots’ reliability, researchershaveexplored
the effect of different robots’ behaviors on human
trust. Overall, the findings indicate that as the level of
machine intelligence increases, users expect robots
to be more proactive and adaptive. Behaviors that

enhance users’ experienced immediacy, such as so-
cial gestures, are generally helpful, and their mere
presence seems to affect human behavior and bring
about compliance with a robot’s requests, evenwhen
robots exhibit mistakes in their behavior. Faulty be-
havior can reduce trust, but, at least in the short term,
compliance continues.

Baraglia, Cakmak, Nagai, Rao, and Asada (2016)
examined two different autonomous forms of robotic
behavior—reactive and proactive. The goal of the
robot was to assist participants in the performance of
a sequence of tasks. The reactive robot provided
help only after the participant failed in timely task
performance. The proactive robot detected partici-
pants’ movements, was able to anticipate possible
failures, and initiated help before a task was com-
pleted. Comparing these conditions and a condition
in which the robot was used as a tool (i.e., operating
ata lowlevelof intelligenceandactivatedbyahuman’s
request for help), researchers found that the partici-
pants not only performed better in the proactive than
in the reactive robot condition but also reported that
they preferred the proactive robot over the one acting
as a tool. Other studies provided similar results.
Hoffman and Breazeal (2007) compared teamwork
with reactive and proactive robots, where the pro-
active robot was programmed to anticipate specific
behaviors.They found thatpeople liked theproactive
robot more and rated it as a more productive team
member.

Directly examining the perceptions of trust, de
Visser and Parasuraman (2011) compared stable and
adaptive levels of robot autonomy. In the stable con-
dition, the robot always provided assistance, needed
or not, whereas in the adaptive condition, the help
was provided only for difficult tasks. The level of in-
terventionhadnoeffectonparticipants’performance;
however, participants reported higher trust in the
adaptively automated robot. Participants appreciated
the ability of the robotic assistant to initiate helping
behavior in the appropriate situations and reported
higher levels of self-confidence and lower levels of
workload when working in the adaptive condition. It
seems that timingand fit to the situationmay facilitate
trust, perhaps because of their connection to per-
ceived higher level of robot machine intelligence.

Oistad, Sembroski, Gates, Krupp, Fraune, and
Šabanović (2016) examined the effect of a robot’s
social-oriented behaviors on users’ perceptions and
physical proximity to the robot during a boxmoving
task. They found that robot’s user-oriented imme-
diacy gestures, such as approaching the user and
nodding toward him/her when in proximity, had
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a positive impact on users’ perceptions of robot’s
anthropomorphism. Furthermore, social gestures
decreased the sense of physical risk, and partici-
pants kept less distance from the higher immediacy
robot than the robot that did not demonstrate these
behaviors.

In addition to immediacy behaviors executed by ro-
bots, researchers addressed some intervening behaviors
that can improve human trust. For instance, Carlson
et al. (2015) demonstrated that a team-building activity
increases trust in a robotic teammember. By contrast,
You and Robert (2019) found that what increased
trust in a robotwas not a stronger sense of a teambut
an activity in which participants assembled their
robot. Researchers suggested that the act of robot
assembly increased trust and made the participants
identify more with their robotic team member.
However, the differences in these experiments
could also be driven by the assumed machine in-
telligence of the robots. In the Carlson et al. (2015)
experiment, the robot was engaged in a complex
search activity and, thus, had assumed a high ma-
chine intelligence; it was in reality operated remotely
in a “Wizard of Oz” methodology (i.e., a human was
actually controlling the report, unbeknownst to par-
ticipants), yet participants perceived it as a highly
intelligent, autonomously functioning robot. By con-
trast, inYouandRobert’s (2019) experiment, the robot
had the role of a water carrier, and, thus, its assumed
level of machine intelligence was low. Therefore, it
seems that theperceived level ofmachine intelligence
moderates not only the steepness of the trust trajec-
tory but also the activities and psychological percep-
tions that lead to cognitive trust.

Cognitive Trust in Virtual AI

An AI-enabled virtual agent is a representation in
whichAIhasnophysicalpresence, but adistinguished
identity, such as a chatbot or an avatar (Ben Mimoun,
Poncin, & Garnier, 2012). Virtual representation may
exist on any electronic device, and may possess fea-
tures such as a face, body, voice, or the ability to text.
Despite being already in commercial use, much of the
existing empirical research focuses on the aspects of
the interface design, paying less attention to such fac-
tors as level of machine intelligence.

Trust Trajectory

The trust trajectory of virtual AI suggests that high
initial trust decreases following an interaction (Hoff
& Bashir, 2015). This trajectory differs from trust

development in robotic AI (see Figure 1) and is evi-
dent inboth laboratory and field studies. For instance,
de Visser et al. (2017) found that in an initial stage of
the experiment, participants trusted the advice of
virtualAImore thanhumanadvice, yetwith time (and
following decreasing reliability), this trust decreased
much more than the trust in a human adviser. Exam-
ining the field evidence of the effect of virtual agents,
Ben Mimoun et al. (2012) analyzed their use in com-
mercial websites and found that despite the initial
interest in their use, over theyears their actualusehad
significantly decreased. Based on interviews and the
fact that this problem was specific to virtual agents,
researchers suggested that the lack of calibration be-
tween an agent’s representation and its actual level of
machine intelligence led tocustomers’ frustrationand
abandonment. Human-like representation of AI may
lead to users’ expectations of a high-level machine
intelligence, which in many cases does not fit the
technological reality (Ben Mimoun et al., 2012).

Interestingly, this trajectory can be reversed, with
some evidence for low initial trust in virtual AI.
Similar to observationsmadewith roboticAI ina field
study (Andrist et al., 2016), research found that in
some cases, the initial trust in field settings could be
low and lead to an agent’s misuse and negative be-
havior. For example, Kopp, Gesellensetter, Krämer,
and Wachsmuth (2005) analyzed the interaction of
museum visitors with a virtual guide. Examining
more than 200 conversations, researchers noted that
although most of the visitors tended to greet the vir-
tual agent and 20 percent tested the system by asking
direct and indirect questions regarding its abilities, 11
percent of the interactions were negative, including
insults and abusive and negative language.

In addition, there is someevidence of relatively low
initial trust that increases following an interaction.
Wang et al. (2016), who examined different types
of recommendation agents, found that the firsthand
experience with a reliable recommendation agent
increased participants’ trust in comparison to the
thirdhandexperience.This suggests thatwhenvirtual
AI has high machine intelligence and is highly func-
tional, similar to the case of robotic AI, direct in-
teraction can increase the initial trust.

To explain the differences of trust trajectories in
virtual AI, researchers suggest addressing the cali-
bration between users’ expectations and virtual AI
performance. Features of virtual AI, such as visuali-
zation, and especially anthropomorphism, may sig-
nificantly increase users’ expectations, whereas the
actual level ofAImachine intelligencemoderates the
direction of the trust trajectory. When agents with
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low machine intelligence are paired with human-
like representations, the users aremore likely to start
with high expectations and experience a trust de-
crease. By contrast, virtual agentswith highmachine
intelligence can engage in higher immediacy be-
haviors, which facilitates a positive trust trajectory.

Tangibility

The existing research supports the notion that the
visual presence of human-like or animal-like virtual
AI agents increases initial cognitive trust in com-
parison to a lack of visualization. This means that
tangibility has a positive effect on cognitive trust
in AI, similar to its effect on robotic AI. Examining
the effect of a visually present agent, Chattaraman,
Kwon, Gilbert, and Li (2014) found that adding an
avatar’s picture on a shopping website increased
participants’ trust and intention to visit the website
again. Similarly,MummandMutlu (2011) found that
when feedback for a categorization task was pro-
duced by an agent (in the form of a robotic picture),
participants reported higher intrinsic motivation in
contrast to the condition without explicit visualiza-
tion. However, Wang et al. (2016) argued that visu-
alization mostly influences the emotional trust and
not cognitive trust, as it has less impact on the per-
ception of usefulness. In their study, Wang et al.
(2016) manipulated the presence of a visual agent
and the presence of a detailed explanation of the
agent’s recommendation and found that the agent’s
transparency had a greater effect on cognitive trust
than adding a visual representation.

Transparency

One way to moderate unrealistically high ex-
pectations from users is to provide an explana-
tion regarding virtual AI functionality. Exploring
the role of transparency in facilitating trust in AI,
Pieters (2011) suggested a distinction between
explanation-for-trust and explanation-for-confi-
dence. Pieters argued that confidence could be seen
as a reliance on technology without considering al-
ternatives, whereas trust requires comparison be-
tween different options. Explanation-for-trust
addresses the way the system works, the “how”

question, by revealing details of its internal opera-
tions. By contrast, explanation-for-confidence
makes the user feel comfortable in using the system
by providing information about its external com-
munications, explaining “why” an algorithmshould
be used.

In building on this distinction,Wang andBenbasat
(2007) looked at the recommendations of virtual
agents and manipulated the transparency of the al-
gorithm by providing explanations about why and
how the agent made its decision, and what the al-
ternatives were. Consistent with Pieters (2011), they
found that the explanation for how a decision was
made influenced consumers’ beliefs in the compe-
tence and benevolence of the virtual agent. The
transparency regarding the choice (i.e., why some-
thingwas chosen) influenced only the perceptions of
agent benevolence. This is consistent with the extant
literature on the effect of explanations on trust for
virtual AI (see Xiao and Benbasat, 2007 for review).

Anadditionalway inwhich transparency could be
helpful for establishing trust iswhen the reliability of
the virtual agent is transparent. For instance, Fan et al.
(2008) demonstrated that informing participants re-
garding the actual reliability of a decision-making
agent increased participants’ trust and improved
performance. When the transparent reliability was
low, participants better adjusted their decisions,
taking into consideration the agent’s advice only
when appropriate. The ability to knowwhen to use
the virtual agent increased the overall trustwor-
thiness of the agent.

Reliability

Reliability plays an important role in users’ trust
and trusting behaviors in virtual AI, which differs
from robotic AI. Moran et al. (2013) examined com-
pliance with voiced agent instructions in a street
team-based game and found that compliance was
highly dependent on trust in the agent. When agent
reliability was compromised, such as when the in-
structions led to no revelation of new cues, trust
decreased, which also decreased the compliance. It
seems that experiencing (without advance knowl-
edge) a virtual AI agent’s low reliability significantly
differs in its effect on trust than simply being aware of
the possibility of low reliability. The actual experi-
ence decreases the trust, whereas the transparency
regarding AI’s possible errors may increase the trust.

Looking beyond AI reliability, researchers have sug-
gested the importance of focusing on the consistency/
inconsistency between users’ expectations and the
actual AI performance. Factoring in the levels of ini-
tial trust allowsresearchers tobetterpredict theeffects
of virtual AI behavior. This mechanism was found to
explain users’ trust across different studies (Xiao &
Benbasat, 2007). Glass, McGuinness, and Wolverton
(2008) interviewed users of an office assistant agent

638 JulyAcademy of Management Annals



and found that correct expectations regarding the
agent’s performance and capabilities facilitated trust
in the agent.

Task Characteristics

Virtual AI is perceived as having benefits with
respect to technical issues, such as analyzing data,
which is similar to robotic AI. Ramchurn et al. (2016)
compared human compliance with agent versus hu-
man instructions in the context of a response to a di-
saster and found that under virtual agent instructions,
the performance was better because of the agent’s
greater capabilities of gathering information and
a clearer method of wording instructions.

Testing compliancewith avirtual agent, Jiang et al.
(2014) found that a virtual agent playing the role of
game instructorwas highly trusted, as its orderswere
usually followed (91 percent compliance). However,
this compliance depended on whether the instruc-
tions were aligned with team dynamics. When the
virtual AI agent’s orders required a dramatic change of
team dynamic or interfered with accomplishing a dif-
ferent task, the compliance decreased to less than 40
percent. It is possible that when instructions were
interfering with the way the game was played, the
playersperceivedAI as less intelligent and, therefore,
less trustworthy.

High machine intelligence allows virtual AI to be
used to influence interaction between humans. For in-
stance, deMelo,Marsella, andGratch (2017) found that
humans represented by virtual agents led people to act
more fairly towardother humans thanhumanswithout
such representation. Isbister, Nakanishi, Ishida, and
Nass (2000) found that the ability of anAI-driven agent
to match safe vs. unsafe topics for a discussion influ-
enced the cultural perceptions of American and Japa-
nese participants regarding each other and their actual
behavior. Safe topics included movies, music, and
sports, and AI-driven agents who were “safe” would
ask questions on the safe topic at any time they would
assess a long pause in a conversation. An “unsafe
agent” asked questions on issues like politics, religion,
andmoney. In a “safe agent” condition, Americans felt
more trust in Japanesepartners andhadamorepositive
perception about Japanese people in general. Japanese
students in the“safeagent”condition foundAmericans
to be more similar to them. Krämer et al. (2017) found
that communication with an interacting agent de-
creases participants’need toengage insocialactivities,
as they sought less human interaction after using AI.

IntroducingAI as a teammembermayalso influence
the interaction between people in the team, and even

alter team cognition and team communication pat-
terns (Demir,McNeese,Cooke,Ball,Myers,&Frieman,
2015; Demir, McNeese, & Cooke, 2017). Specifically,
Demir et al. (2017) found that human members of
teams with an AI “peer” (referred to as a “synthetic
member”) made significantly fewer information ex-
changes than teams with only human members.

Immediacy Behaviors

High levels of machine intelligence allow virtual
AI to enact more immediacy behaviors that increase
trust, such as social responsiveness and personali-
zation of the virtual AI agent’s reactions. Pro-social
virtual AI’s behaviors can be translated to perceptions
of the agent’s personality. Andrews (2012) demon-
strated that an agent’s pro-social behaviors led partic-
ipants to perceive a high level of agent agreeableness,
which was associated with higher trust in the agent.
Komiak and Benbasat (2006) manipulated the level
of personalization provided by different recom-
mendation agents, using either personal or general
questions asked by the agent. They found that per-
sonalization had a significant positive impact on
users’ cognitive trust.

A virtual agent’s persuasion tactics can also be
important. Fenster, Zuckerman, and Kraus (2012)
found that an agent that provided examples wasmore
influential than an agent that provided justifications
and more persuasive than an agent that presented the
subjectwith both examples and justifications.What is
particularly intriguing about this finding is that it
suggests that the effectiveness of virtual AI persuasion
tactics could differ from tactics that typically work
well for humans, where using both examples and
justifications was found to be more effective.

Cognitive Trust in Embedded AI

Completely embedded AI is “invisible” to users,
which means that it does not have a visual repre-
sentation or a distinguished identity. It could be
embedded in different types of applications, such as
a search engine or a GPSmap, and usersmight be not
aware of its existence. Assuming users are aware of
embedded AI, there is still an important question of
what features engender cognitive trust. Similar to
virtual AI, cognitive trust in embedded AI differs
from robotic AI in that it is more driven by its re-
liability and transparency. Similar to robotic AI, the
perceived level of expertise or machine intelligence
alsoplays an important role in cognitive trust, aswell
as the type of task involved, as people believe that
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algorithms are better at calculation tasks than at so-
cial tasks. As the level of machine intelligence in-
creases, the contextual and user-centered factors
become more important for cognitive trust because
it becomes more difficult to assess AI reliability.

Trust Trajectory

Research assessing the trajectory of cognitive trust
in embedded AI has mostly focused on the way trust
in AI changes based on the feedback regarding its
accuracy. Many laboratory-based studies have dem-
onstrated that people tend to exhibit high initial trust
in embeddedAI as an algorithmic decision-providing
software (deVisser et al., 2017; Dietvorst, Simmons, &
Massey, 2015; Manzey, Reichenbach, & Onnasch,
2012). High initial trust tends to decrease as a result
of erroneous AI function, and the process of trust
restoration requires a lot of time.

The few field studies that exist also demonstrate
high initial trust in embedded AI. For instance, re-
searchers examining the effect of wearable algorith-
mic sensors on users’ emotions found that users
demonstrated a high level of trust in the sensors and
that their emotions were significantly influenced by
the feedback they received (Hollis, Pekurovsky, Wu,
& Whittaker, 2018). Researchers who studied the
cases of Uber and Lyft drivers also reported high
initial trust. For instance, Lee, Kusbit, Metsky, &
Dabbish (2015) testeddrivers’ experiencewith anAI-
enabled management system and found that they
perceived the passenger–driver rating system as ef-
ficient in establishing basic trust and service atti-
tudes in the ridesharing systems. However, they also
found that low levels of transparency lead drivers to
social forums,where they could not onlymake sense
of the system but also gain knowledge about ways of
resisting or abusing it. Möhlmann and Zalmanson
(2017) also found that while they kept using the
system, Uber drivers did not trust its managerial
decisions and engaged in a variety of actions to resist
its management, including gaming the system.

There is also evidence of low initial trust in em-
bedded AI, especially in field studies, where the
mistrust could be so high that usersmay refuse using
the embedded AI in the first place (Christin, 2017).
However, field studies that assess trust in embedded
AI in organizational settings are scarce. Healthcare
researchers examining how algorithmic decision
aids are being used (or not used) by physicians report
significant difficulties in acceptance of the tech-
nology in medical settings (Linkov et al., 2017;
Panella, Marchisio, & Di Stanislao, 2003). In a field

experiment on energy use, Alan, Costanza, Fischer,
Ramchurn, Rodden, and Jennings (2014) found that
participants avoided using an algorithm that was
designed to help them save on their electricity bills.
The refusal touse the technology further prevents the
hands-on experience that would increase trust. This
could explain why commercial companies are eva-
sive about their use of embedded AI (e.g., Eslami
et al., 2015). Future research must consider the role
of trust in AI within organizations to better un-
derstand the specific difficulties that need to be
tackled to facilitate its use.

Tangibility

The embedded nature of AI representation sug-
gests that peoplemaynot be aware that they areusing
an algorithm-enabled application. Currently, re-
search of the impact of embedded AI on users’
awareness on trust is very limited. In one study,
Eslami et al. (2015) surveyed Facebook users and
found that more than half of them (62 percent) were
not aware that an algorithm was managing the in-
formation that was displayed to them, making de-
cisions on what should be hidden. Learning about
the algorithm’s way of working changed users’ at-
tributions, perceptions, and behaviors, and overall
increased their sense of control. Revealing (or hid-
ing) the use of an algorithm may not only raise im-
portant ethical questions but also have a significant
impact on users’ long-term trust. However, Eslami
et al. (2015) found that, despite being unpleasantly
surprised or even angry for not being informed about
the use of an algorithm, after learning how it worked,
participants kept using the platform. Future research
needs to explore the limitations for users’ trust re-
covery in such situations, and the true cost and
benefit of users’ awareness.

Transparency

Looking for ways to overcome the aversion driven
by technology error, researchers have examined the
role of transparency on cognitive trust. For instance,
MohlemannandZalmanson (2017) focusedonUber
drivers and noted that the lack of algorithm trans-
parency leads drivers to constantly guess and game
the system. Lee et al. (2015) reached a similar
conclusion.

Dzindolet et al. (2003) used explanations of the ra-
tionale behind possible mistakes made by the ma-
chine and demonstrated that such explanations had
a significant positive effect on trust. Supporting the
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notion of the positive effect of transparency in de-
veloping trust in AI, Chao, Chang,Wu, Lin, and Chen
(2016) found ina surveyofmore than700participants
that understanding the technological capabilities of
AI embedded in a search engine positively correlated
with reliance on the technology and belief in the us-
ability and ease of use of the technology. Although
this study did not directly assess trust inAI, its results
regarding the perceptions of low risk and high re-
liance suggest a positive relationship between ac-
knowledgement of AI capabilities and trust.

However, not all provided information has a simi-
lar effect. Helldin, Falkman, Riveiro, and Davidsson
(2013) showed that when drivers of a simulated au-
tonomous vehicle were warned about the situational
uncertainty that would lead an algorithm to err, they
reported lower trust and were quicker to retake man-
ual control over the car than participants who did not
get the warning. Kizilcec (2016) investigated trust in
an algorithmic peer-reviewing system and found that
when participants’ expectations of their outcome
were violated, the explanation regarding how the al-
gorithm worked facilitated trust. However, when the
explanation included the rawscores inaddition to the
algorithmicactiondescription, the levels of trustwent
down. The author suggested that the introduction of
additional data was confusing, which undermined
the positive effect of the algorithm transparency.

Following Pieter’s framework (2011) that differ-
entiates explanations of how algorithms work into
“why” versus “how,” Cotter, Cho, and Rader (2017)
examined the way Facebook provided explanations
about its news feed algorithm. They found that most
of the information targeted the question of “why”
this algorithm should be used, rather than “how” it
worked, and suggested that such explanation would
improve users’ confidence in the system, rather than
their trust in the system. However, the researchers
focused on the company’s behavior rather than users’
perceptions, and thus the impact of the explanation
on users’ trust is not certain. The importance of un-
derstanding “how” the algorithm works is also evi-
dent in studies that allowed users to slightly modify
the algorithm (Dietvorst, Simmons, & Massey, 2016).

The embeddedness ofAI can also lead to questions
regarding who it is intended to benefit, and thereby
undermine trust.Alanet al. (2014) demonstrated that
transparency about the actual beneficiary of the de-
cision aid is another important consideration. In
a field experiment, participants were asked to test an
application that aimed to reduce their electricity
expenses. However, participants questioned the true
recipients of the benefits of AI: Was it them or the

electric company (Alan et al., 2014)?These issues are
less likely to surface in laboratory studies, as com-
mercial interests are less likely to be involved.

The complexity of AI algorithms rarely allows for
full transparency about the basis of its decisions and
the trade-offs it makes (Ananny & Crawford, 2018).
However, communication regarding embedded-AI
rationale and its actual abilities may significantly
improve the calibration of users’ expectations re-
garding AI performance. Better calibration might
lower the initial, unrealistically high trust that was
observed in laboratory studies, while improving the
recovery of trust in the case of an erroneous outcome,
allowing users to build more effective long-term
collaboration with the technology (Hoff & Bashir,
2015).

Reliability

Research that tested the levels of trust driven byAI
accuracy and failure has revealed a stable pattern,
indicating that errors of an embedded-AI are detri-
mental to cognitive trust. For instance, Dzindolet
et al. (2003) tested an automated decision aid and
found that errors significantly decreased trust and
reliance on the aid. Separating between visibility of
an error and performance feedback across many tri-
als, researchers have demonstrated that the visibility
of an error effects trust in a way that is difficult to
repair. Similarly, Manzey et al. (2012) found that an
erroneous functionhad a stronger effect on trust than
a correct function, and that the trust recoveryprocess
was very long. Consequently, researchers have con-
cluded that positive and negative feedback loops are
not symmetrical. Dietvorst et al. (2015) demon-
strated a similar effect of an erroneous function, re-
ferring to it as algorithm aversion. Across five
studies, researchers found that participants refused
to rely on a forecasting model after seeing it err. Par-
ticipantspreferred to relyonahuman forecast andnot
on an algorithm, evenwhen human errors weremore
severe than algorithm errors.

Task Characteristics

Although AI is assumed to perform better on tasks
that involve mathematical skills, such as work
scheduling, this advantage is not always evident in
the empirical studies. For instance, Lee (2018) did not
find a significantdifference in initial trust betweenAI
and human decision-making for analytical tasks.
However, for tasks that involve human skills, such as
work evaluation, participants demonstrated higher
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trust in human decisions than in algorithmic
decisions.

The subjective value of self-confidence also plays
an important role in trust, as people who perceive
themselves as more capable than a machine are less
trustful and tend to rely less on the technology
(Lewandowsky,Mundy, &Tan, 2000). Logg,Minson,
and Moore (2018) found that experts used AI-pro-
vided advice less than lay participants did, even
when ignoring it decreased experts’ performance.
Researchers explained this finding by referring to
evidence of experts being less appreciative of others’
advice than nonexperts, suggesting that experts tend
to rely more on their own opinion.

Immediacy Behaviors

Most of the studies considering immediacy be-
haviors exhibited by robotic and virtual AI that were
reviewed indicated a positive impact on trust; how-
ever, it seems that such behaviors can highlight the
ability of embedded AI to constantly monitor
workers and lead to a decrease of trust. In a study of
Uber drivers, Mohlemann and Zalmanson (2017)
suggested that constant individual performance
evaluation and feedback, only possible through
constant tracking, violates drivers’ sense of auton-
omy and decreases their trust. Such constant sur-
veillance is perceived as micro-management and
conveys a lack of trust from those deploying the AI,
which leads to low trust among the drivers.

Lee et al. (2015) suggested an additional explana-
tion of the drivers’ decrease of trust. Following a set
of interviews, they concluded that a lack of person-
alization was a key factor that decreased trust. The
system lacked consideration of many specific cir-
cumstances, such as female drivers rejecting male
passengers late at night for safety reasons. Highly
intelligent systems should be able to engage in more
immediacy behaviors, such as personalization, which
can improve the sense of fairness and trust.

Additional support for the effect of personaliza-
tion could be found in three field studies conducted
by Matz, Kosinski, Nave, and Stillwell (2017). Re-
searchers tested theeffectsofpsychologicalpersuasion
on 3.5 million individuals using psychologically tai-
lored advertising and found that matching the content
of persuasive appeals to individuals’ psychological
characteristics significantly altered participants’ be-
havior as measured by clicks and purchases. Specifi-
cally, they found that persuasive appeals that were
matched to peoples’ level of extraversion or open-
ness-to-experience resulted inup to 40percentmore

clicks and up to 50 percent more purchases than
their mismatching or nonpersonalized counterparts.

Embedded AI can also produce immediacy be-
haviors through an activation of nudges or boosts. A
nudge (e.g., a default option) is a change in the choice
architecture that shifts human behavior by taking
advantage of basic cognitive processes and biases
(e.g., inertia, procrastination, and loss aversion). By
contrast, a boost (e.g., better information) is a change
in the choice architecture that shifts behavior by clar-
ifying the direction an individual should move to
achieve personal objectives, which is often accom-
plished by enhancing an individual’s decision-making
competencies (Camilleri, Cam, & Hoffmann, 2007).
Analyzing the possible effects of nudges and boosts
generated by intelligent systems, Burr, Cristianini,
andLadyman (2018) suggested that despite the overall
agreement that nudges should be used for benefiting
users, they might function as coercive and deceptive
tools that could redirect user behaviors toward un-
desirable outcomes. The deceptive nature of nudges
requires further research that reflectsnotonly theeffect
of nudges on trust but also the ethical aspects of the use
of nudges by AI.

BUILDING EMOTIONAL TRUST IN AI

Emotional trust is not commonly addressed in hu-
man relations with technology; however, emotions
are known to significantly affect human trusting be-
haviors (Hoff & Bashir, 2015). Furthermore, AI de-
velopers specifically target human emotions by
manipulating features of AI representations and
behaviors. Making a robot or a bot to look or act like
a human or a living thing is known to affect users’
emotional reactions toward the technology. How-
ever, the effect is not always positive, andmay also
result in negative emotions, such as a sense of
eeriness and fear. Even more surprisingly, some
researchers have found that people experienced
more positive emotions toward an erroneous than
acorrectly functioning robot (e.g.,Mirnig,Stollnberger,
Miksch, Stadler, Giuliani, & Tscheligi, 2017). There-
fore, in addition to understanding users’ cognitive
trust, there is a growing need to understand what and
how such features of the technology affect human
emotions and emotional trust.

To organize the review of the empirical research
on emotional trust in AI, we address the dimensions
which were studied the most in this regard, specifi-
cally the role of tangibility, anthropomorphism, and
immediacy behaviors (see Table 2 for an overview).
Although tangibility and immediacy behaviors were

642 JulyAcademy of Management Annals



previously discussed with regard to their impact on
cognitive trust, anthropomorphism was rarely men-
tioned. Anthropomorphism, that is, human-likeness,
refers to the perception of technology or an object as
having human qualities, such as feelings. These per-
ceptions could be driven by interface features, such as
the human-like form of the robot; by behavioral fea-
tures, such as gaze and node; and by intentional
framing, such as giving a robot or bot a human name.

Emotional Trust in Robotic AI

Tangibility. Robots are known for evoking a vari-
ety of emotional reactions in human users, including
excitement, but also fear and a sense of eeriness. In
contrast to the overall positive effect of tangibility on
cognitive trust, its effect on emotional trust is mixed,
and might depend on the attitudes of the user. Al-
though some people tend to enjoy the physical pres-
ence of a robot, others find its tangibility threatening.
Focusing on the psychological mechanism that ex-
plainshumans’predisposition to trust robots,Nomura,
Suzuki, Kanda, and Kato (2006), studying Japanese
students,developedaNegativeAttitude towardRobots
Scale (NARS) that has been used inmanyHRI studies.

For instance, in a scenario-based study, Tussyadiah,
Zach, and Wang (2019) found a strong negative corre-
lation between NARS and trusting beliefs regarding
functionality, helpfulness, and reliability of serving
robots. Bartneck et al. (2006) found that cultural back-
ground plays an important role in forming attitudes
toward robots, with U.S. participants having the most
positive perceptions.

The tangibility of a robot can be influenced by its
physical posture. Following Nomura et al.’s (2006)
suggestion regarding negative predispositions to-
ward autonomous (i.e., AI-enabled) robots, Obaid,
Sandoval, Zlotowski, Moltchanova, Basedow, and
Bartneck (2016) examined the physical distance
between a human and human-like robot in a task
that required physical proximity. The researchers
found that people were more willing to approach
a sitting robot than a standing one. Users inter-
preted the posture as a signal of possible physical
risk that reduced trusting behavior. The emotional
subscale of the NARS was significantly correlated
with the kept distance, whereas users with prior
experienceweremorewilling to approach the robot
(Obaid, Salem, Ziadee, Boukaram, Moltchanova, &
Sakr, 2016).

TABLE 2
Main Effects of Dimensions on Emotional Trust in AI, Organized by Representation

Dimensions Robotic AI Virtual AI Embedded AI

Tangibility Physical presence may not only
increase liking but also induce
fear.

Presence of a “persona” increases liking and
emotional trust.

Being unaware of AI use may
evoke anger. Positive
emotions could be driven by
good reputation of
a developing firm.

Selected
references

Obaid et al. (2016b), Shim&Arkin
(2014)

Chattaramanet al. (2014), deVisser et al. (2017),
Pak et al. (2012), Qiu & Benbasat (2009)

Eslami et al. (2015), Hengstler
et al. (2016)

Anthropomorphism Human-likeness mostly increases
positive emotions, but can also
cause discomfort.

Mostly increases trust, but also creates high
expectations regarding AI’s abilities.
Attractiveness and personalization, such as
ethnicity or facial similarity to the user,
increase trust.

Selected
references

Appel et al. (2016), Jacq et al.
(2016), Zhang et al. (2010),
Złotowski et al. (2016)

Khan & Sutcliffe (2014), Obaid et al. (2016a),
Verberne et al. (2015), Von Der Pütten et al.
(2010)

Immediacy
behaviors

Human-like behaviors induce
high emotional trust; erroneous
robots are liked more than
flawless ones.

Human-like behaviors increase trust and
liking, yet the effect depends on users’
predispositions.

Selected
references

Bickmore et al. (2013), Birnbaum
et al. (2016), Jung et al. (2013),
Mirnig et al. (2017), Sandoval
et al. (2016)

Ben Mimoun et al. (2017), Dabholkar & Sheng
(2012), Kaptein et al. (2011), Matsui &
Yamada (2019)
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At the same time, there is also evidence of the
positive effect of robotic tangibility. For instance,
Shim and Arkin (2014) showed that elderly partici-
pants reported that feedback provided by a robotwas
more enjoyable, motivating, and trustworthy than
one delivered by a computer screen. It seems that
when the initial predispositions toward robots are not
negative, such as in the case of U.S. users (Bartneck
et al., 2006), tangibility may increase emotional trust.
Thus, the preexisting attitudes of users could be an
important moderator of the effect of AI agent tangi-
bility on the development of emotional trust.

Anthropomorphism. Anthropomorphism, that is,
human-likeness, is generally thought to have a posi-
tive effect on human perceptions and emotions.
However, there is also evidence for its negative effect.
While examining anthropomorphic robots, some re-
searchers have built on the uncanny valley theory
(Mori, 1970), which argues that an encounter with
an artificial agent that possesses human-like features
leads to an experience of eeriness or a sense of un-
pleasantness that brings tomind thoughts of mortality
(Ho & MacDorman, 2010; Złotowski, Yogeeswaran, &
Bartneck, 2017). Research based on these theories
examines the negative effects of human-likeness on
users’ perceptions and emotional trust. Złotowski,
Sumioka, Nishio, Glas, Bartneck, & Ishiguro (2016)
examined human interactions with machine-like and
human-like robots and found that the machine-like
robot was perceived as more empathetic and more
trustworthy than the human-like robot, regardless of
itspositiveornegative attitude (Złotowski etal., 2016).
Appel, Weber, Krause, and Mara (2016) compared
participants’ perceptions of a robot based on detailed
descriptions. They found that when a robot was
described as more human-like and having greater
agency, it was perceived as uncannier than a less in-
telligent robot. In the samevein,Złotowski et al. (2015,
2016) found that a human-like robot induced higher
levels ofparticipant anxiety thanamachine-like robot.

Interestingly, the studies that reported a negative
effect of anthropomorphismonhumanemotions and
emotional trust examined mostly the initial trust,
based on a short interaction or description. It seems
that increasing interaction experience with a tangi-
ble, human-like robot may decrease a sense of un-
pleasantness (Złotowski et al., 2015). It is alsopossible
that the mismatch between a robot’s appearance and
its machine intelligence is a significant source for
negative impressions. Although it is assumed that
human-level machine intelligence (General AI) may
evoke emotional discomfort and fear, this type of
machine intelligence currently does not exist. In the

current state, low emotional trust could be evoked by
an anthropomorphic robot that lacks any intelligence,
as in the case of Złotowski et al.’s (2015) study of
a human-like robot.

Despite some of the research pointing to the neg-
ative effects associated with human-likeness, most
of the empirical research focuses on positive emo-
tions, such as excitement, curiosity, and liking,
which are the results of interactions with robots.
High levels of interest and acceptance of robots
are evident across different populations, including
children and the elderly (Jacq, Lemaignan, Garcia,
Dillenbourg, & Paiva, 2016; Strohkorb, Fukuto,
Warren, Taylor, Berry, & Scassellati, 2016; Zhang
et al., 2010). For instance, Zhang et al. (2010) tested
different features of a service robot with elderly
participants and found that more human-like fea-
tures of the robot were associated with more emo-
tional trust and the pleasantness of the interaction
experience. Furthermore, anthropomorphism had
a positive impact on users’ physiological parame-
ters, such as heart rate. The positive power of an-
thropomorphism was also demonstrated by Waytz
et al. (2014), who anthropomorphized an autono-
mous vehicle by giving it a name and a voice. The
results indicated that an anthropomorphized car
was more trusted and less blamed for errors than
one that was simply mechanical.

Immediacy behaviors. In contrast to the human-
like appearance, human-like behaviors consistently
induce high emotional trust and liking in robotic AI.
Bickmore, Vardoulakis, and Schulman (2013) tested
the effectiveness of a robotmuseum guide and found
that its responsiveness had a significant effect on
visitors’ engagement, learning, enjoyment, and trust.
Birnbaum, Mizrahi, Hoffman, Reis, Finkel, and Sass
(2016) found that robot responsiveness increased
nonverbal approach behaviors such as leaning to-
ward the robot, eye contact andparticipants’ smiling,
and their willingness to be accompanied by the ro-
bot during stressful events. Jung, Lee, DePalma,
Adalgeirsson, Hinds, & Breazeal (2013) focused on
back-channeling (i.e., interactional cues of active
listening, which are mostly nonverbal, such as nod-
ding or moving toward) as an engagement strategy
of a robot. They found that this type of behavior
displayed by a robot lowered participants’ stress
and cognitive load.

An intriguing study examined how participants
react to an attempt by a robot to deceive in a re-
ciprocal game. The robot “bribed” participants by
intentionally letting them win (i.e., changing be-
havior to the benefit of the participant) in one task
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and afterward asked them tohelp in a task thatwould
benefit the robot. Researchers reported that the ro-
bots’ deceptive behavior had no effect on partici-
pants’ behavior, as almost all participants agreed to
help the robot regardless of its actions. Interestingly,
participants rated the cheating robot as more likable
than the honest one, perhaps attributing its behavior
to a prosocial intention (Sandoval, Brandstetter, &
Bartneck, 2016).

Users like not only a “dishonest” robot, but also an
erroneous robot, sometimes evenmore than they like
the one that does notmake anymistakes.Mirnig et al.
(2017) intentionally designed a robot that makes
erroneous explanations and compared users’ liking
and perceptions of anthropomorphism and intelli-
gence. They found that the erroneous robot was liked
more than a flawless one, and that other perceptions
were not affected (Mirnig et al., 2017). Similarly,
Ragni,Rudenko,Kuhnert, andArras (2016) found that
people experienced more positive emotions toward
a robot that demonstrated less than perfect memory
skills in comparison to a flawless memorizing robot.
Although Ragni et al. (2016) suggested that higher
liking could be explained by a lowered sense of
competition with an erroneous robot, it is possible
that the uncanny valley theory also provides a valid
explanation, suggesting that a human-like, flawless
robot could induce higher levels of discomfort than
one thatmakesmistakes (Groom,Nass,Chen,Nielsen,
Scarborough,&Robles, 2009). Future research should
further explore the reasons for the positive emotional
reaction toward imperfect functioning anthropomor-
phic robots.

Just as with anthropomorphic behavior, high-im-
mediacy animal-like behaviors can also induce emo-
tional trust. Examining human reactions to a dog-like
robot, Lee,Park, andSong (2005) found that the robot’s
ability to improve its responsiveness had a significant
effect on the robot’s likability and humans’ trust and
increased thewillingness to spendmore timewith it. It
seems that behaviors that reflect social intelligence,
such as social gestures, responsiveness, active listen-
ing, back-channeling, learning, and even cheating
(for the benefit of the user), have more consistent and
profound impact on emotional trust than the features
related to the robot’s appearance. Furthermore, even
when the initial trust is low, experiencing an in-
teraction with a pro-social robot will increase trust.

Emotional Trust in Virtual AI

Tangibility. Research suggests that for virtual AI,
tangibility hasmostly positive effects on emotional trust

(de Visser et al., 2016; Pak, Fink, Price, Bass, & Sturre,
2012; Qiu & Benbasat, 2009; Waytz et al., 2014).
Chattaraman et al. (2014) found that the presence of
a “persona” in a mock retail website significantly re-
duced the anxiety of older users, increasing perceived
social support. Similarly, Qiu and Benbasat (2009)
demonstrated that virtual embodiment of a recommen-
dation agent significantly improved users’ enjoyment
and trust, increasing perceptions of social presence.

It seems that tangibility of virtual agents may even
induce a physiological effect. de Visser et al. (2017)
found that oxytocin had an impact on human trust in
an anthropomorphic agent, leading participants to
trust a virtual agent more than an embedded AI (i.e.,
AI that has no tangible identity). The connection of
oxytocin to trust in the virtual agent suggests that
people tend to perceive such agents as social actors,
reacting similarly even on a physiological level.

Anthropomorphism. By contrast with tangibility,
anthropomorphism has more mixed effects on emo-
tional trust in virtual AI. Culley and Madhavan (2013)
suggested that anthropomorphic characters are often
depicted as capable of human qualities, including rea-
soning andmotivation, which can induce very high ex-
pectations and initial trust. Because these expectations
are unrealistic, however, high expectations of anthro-
pomorphic characters are designed to fail. BenMimoun
et al. (2012) suggested that poor calibration between
virtual agents’ appearance on commercialwebsites and
their actual performance drove customers’ distrust
and abandonment, which in turn caused the website
owners to stop using the agents.

Anthropomorphic features provide the opportu-
nity to manipulate virtual AI appearance in different
ways, making it more attractive and thus increasing
its likability (Bartneck, Kulić, Croft, & Zoghbi, 2009;
Beldad,de Jong,&Steehouder, 2010;Khan&Sutcliffe,
2014; Obaid et al., 2016a; Pak et al., 2012; Verberne,
Ham, & Midden, 2015). For instance, Khan and
Sutcliffe (2014) found that the visual representation
of virtual AI has a significant impact on human
compliance. By comparing agents presented through
two slightly different female images, the authors
found that the more visually attractive agent was
significantly more persuasive for both male and
female participants. Personalization of AI interface
features may also increase likability. Researchers
have suggested that to be effective in the global
market, a virtual agent should conform to different
cultural preferences, including language, commu-
nication patterns, and facial characteristics such as
those that are associatedwith an ethnicity (Culley &
Madhavan, 2013). Some empirical studies support
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this notion, demonstrating that when the ethnic
facial features of a virtual agent match a cultural
group, it increases users’ emotional trust (Obaid
et al., 2016a). Relatedly, while examining the per-
sonalization of an agent’s visual image, Verberne
et al. (2015) found that when an agent was repre-
sented by a facewhose featureswere adjusted based
on the face of the user, the users reported higher
levels of trust while using a driving simulation and
were more willing to allow the agent to choose the
route.

The issue of anthropomorphism of a virtual agent
leads to an additional question: To what extent does
it matter if the virtual agent represents AI or another
human? The interest in virtual platforms such as
Second Life has made possible the use of avatars for
representing humans in the virtual space in different
contexts, including business interactions. Empirical
research has followed this trend, testing the effect of
such representation on human reactions in general
and trust in particular. In a meta-analysis of 32 stud-
ies, Fox, (Grace) Ahn, Janssen, Yeykelis, Segovia, &
Bailenson, 2015 found that when avatars were pre-
sented to users as humans, they were more influ-
ential than when they were presented as AI-based.
Interestingly, the influence was more evident in
objective (behavioral) rather than subjective (self-
report) measures. It is important to note that the
framing of the avatar as human or asAI had a stronger
impact on participants’ perceptions than the actual
level of intelligence or control over the character
(Von Der Pütten, Krämer, Gratch, & Kang, 2010).

Looking further into the differences between hu-
man avatars and intelligent agents activated by AI,
researchers have found that when talking to AI peo-
ple tend to engage less in impression management
and to disclose more sensitive personal information
thanwhen talking to a human (Gratch, Lucas, King, &
Morency, 2014; Krämer et al., 2017; Lucas, Gratch,
King, & Morency, 2014). This tendency implies the
potential for higher emotional trust in AI than in
humans.

Immediacy behaviors. The interactive abilities
of virtual AI were mostly found to facilitate users’
positive emotions, emotional trust, and satisfaction.
Kaptein, Markopoulos, de Ruyter, and Aarts (2011)
found that positive feedback about the ongoing con-
versation or social praise provided by an AI virtual
agent increased its perceived friendliness. Dabholkar
and Sheng (2012) demonstrated that an interac-
tional recommendation agent made users get more
involved in the process which led to higher satis-
faction and trust. Matsui and Yamada (2019) revealed

that a virtual agent that used hand gestures and ex-
pressive facial movements led to more positive
emotional contagion than a virtual agent that was
less expressive.

However, the effect of immediacy behaviors on
emotional trust might be moderated by users’ char-
acteristics, such as need for social interaction. Ben
Mimoun, Poncin, and Garnier (2017) found that for
users with high need for interaction, the use of vi-
sually present, interactive virtual AI (comparedwith
a present but not interactive agent) had a positive
effect on perceived system social presence and play-
fulness; however, for users with low need for social
interaction, the use of virtual AI led to no effect on
social presence and playfulness. Personalization of
the immediacy behaviors to users’ needs and prefer-
ences could be an important factor for increasing the
positive effects of virtual AI.

An additional limitation to the effectiveness of
immediacy behaviors was found by Groom et al.
(2009) who showed that people experience more
positive emotions toward agents whose behavior
is not completely realistic. The researchers com-
pared a human-like virtual agent with a prerecorded
human voice recommendation that demonstrated
different variations of body- and lip-synchronized
movements. They found that the agent was most
liked when it engaged in only one of the synchro-
nized behaviors (either lips or body movement), but
not both. Researchers argued that these results are
consistent with the uncanny valley theory (Mori,
1970), suggesting that when the looks and behavior
of an artificial agent are too human-like, people ex-
perience discomfort and a sense of eeriness.

Emotional Trust in Embedded AI

Emotional trust in embedded AI can be built
based on the reputation of the technology and the
reputation of the organizations associated with it.
For instance, Hengstler et al. (2016), in an analysis
of eight case studies from the health and transporta-
tion industries, examined the way organizations aim
to establish users’ trust in AI. Using semi-structured
interviews, the researchers concluded that firms pro-
mote trust in AI by connecting it to the reputation of
the developing organization and by making the tech-
nology more comprehensible, emphasizing its cur-
rent and future usability and benefits. However, this
study is limited to the perceived organizational in-
tentions, without presenting the effectiveness of
such tactics. Developers’ reputation could be re-
lated to the perceived moral standards of the
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algorithm. Jago (2019) found that an algorithmic
decisionwas liked less than the samedecisionmade
by a human because of its perceived lower authen-
ticity and ethicality. Future studies should further
examine the impact of moral perceptions and differ-
ent persuasion tactics for individual users as well as
for organizations that consider integrating AI into
their processes and production.

Because of the low visibility of embedded AI, its
impact on human emotions and emotion-related trust
is less clear, and as of this writing, there is very little
empirical research that addresses how tangibility,
anthropomorphism, or immediacy impacts emo-
tional trust in embedded AI. An example of an emo-
tional reaction to revealing the use of AI could be
found in the study on Facebook’s news feed. Re-
searchers reported that users who were unaware of
algorithms being used felt surprise and anger (Eslami
et al., 2015). After learning the features of the algo-
rithm, the users becamemore active, gaining a higher
level of control.Thismeans that experiencednegative
emotions did not prevent the use of AI but lead to
a more conscious utilization.

It is possible that the initial high trust that is evi-
dent from laboratory studies and the initial low trust
that is evident from field studies (Alan et al., 2014;
Linkov et al., 2017) are results of emotional reactions
related to the perceived role of AI (i.e., assisting or
threatening). However, more empirical research is
needed to understand the antecedents of initial trust
and the interplay between cognitive and emotional
trust with regard to embedded AI.

GENERAL DISCUSSION

Building Cognitive Trust in AI—Discussion and
Future Research

Our review of the empirical research on cognitive
trust in AI demonstrates that AI representation and
the level of machine intelligence play an important
role in the nature of the trust people develop. Ex-
amining the different dynamics of cognitive trust,
our review reveals that for robotic AI, the trust tra-
jectory is similar to that characterizing trust devel-
opment in human relationships—it starts low and
increases following direct, hands-on experience.
However, for virtual and embedded AI, we see the
opposite; most commonly, high initial trust drops
as a result of experience (see Figure 1). The level of
machine intelligence may moderate the develop-
ment of trust,with a high level of intelligence leading
to higher trust following use and experience. For

robotic AI, a high level of machine intelligence gen-
erally leads to faster development of a high level of
trust that can be resilient, even in cases of low re-
liability. For virtual and embeddedAI, highmachine
intelligence offers the possibility of maintaining the
initial high levels of trust (by meeting the high ex-
pectations) or minimizing the reduction of trust.

It is important to note that although the described
trust trajectories capture the findings of most of the
studies to date, there are some studies that run con-
trary to these patterns. Although some laboratory
studies found high initial trust in robotic AI, some
other studies,mostly field-based, found low levels of
initial trust for virtual and embedded AI. A main
concern with low levels of initial trust is its impli-
cation for disuse (refusal to use) or abuse (playing
the algorithm) behaviors. Ironically, whereas disuse
prevents the hands-on experience that has the po-
tential to build trust, abuse of AI technology does
provide such an opportunity. This means that when
AI ishighly intelligent, evenabusivemisusemay lead
to establishing trust (while producing unintended
behavior). Future research needs to take a long-term
perspective in examining the effect of AI respon-
siveness to different disuse and abuse behaviors on
developing trust and the human–AI working re-
lationship. In addition, there is a growing need for
research in real-life settings, such as organizations
that are already using AI in their management or
decision-making systems. In laboratory studies, high
initial trust could be facilitated by the controlled
environment and the experimenter’s involvement.
Therefore, despite the valuable knowledge that is
provided by laboratory studies, there is an urgent
need to conduct more field studies where using AI
is associated with greater personal risk for users.

Examining the overall effect of different functional
characteristics on establishing cognitive trust in
AI, we can conclude that for all AI representations,
the characteristics of the task the user and/or tech-
nology is performing play an important role; human
trust is higher for issues that do not require social
or emotional intelligence. This effect is consistent
with the general assumptions regarding the ad-
vances of technology over humans and humans
over technology (e.g., MABA-HABA). Although
perceptions of self-capabilities and expertise may
moderate the beliefs regarding AI abilities to per-
form a specific task, future research should further
examine the way immediacy behaviors influence
these predispositions and judgments. The prosocial
interactional behaviors of AI may increase the per-
ceptions of its social intelligence and, thus, increase
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the range of tasks for which AI-enabled technology
could be perceived as an expert.

Transparency,whichwas rarely studiedwith regard
to trust in robotic AI, was found to be highly important
for establishing cognitive trust in virtual and embed-
ded AI. Specifically, two types of transparency were
found to be effective: explanations of how the algo-
rithm works and reflection of AI reliability. Although
understanding the ways in which AI makes decisions
could be impossible under certain circumstances,
the transparency of its level of ability and expected
reliability may play a large role in the process
of calibration between users’ expectations and AI
performance. Such transparency may lower the
unrealistically high levels of initial trust that
sometimes form, which in turn may ease the actual
use, by preventing the rapid drop in trust (also ob-
served) and keeping the levels of trust stable during
longer term use. Future research should address
more thoroughly the issue of transparency, espe-
cially in cases where the technology is still in ear-
lier stages of development and could suffer from
inconsistent performance.

In the past, reliability was considered to be the most
important factor for adopting new technologies; how-
ever, the relationshipbetween reliability and trust inAI
could be complex, as low reliability does not always
lead to low trust and disuse. On the one hand, the evi-
dence for the importance of reliability for trust could be
found in studies on embedded AI in which AI was
a decision-making aid that was disused as a result of
low reliability. However, it is important to note that in
these laboratory studies, AI was presented similarly to
less-complex technologies, had no agency or physical
representation, andwasnot engaged in any immediacy
behaviors, or exhibiting any other signs of high ma-
chine intelligence. On the other hand, for robotic AI,
high machine intelligence and immediacy behaviors
were found tomoderate the effect of reliability on trust,
with immediacy behaviors increasing trust despite the
low reliability demonstrated by erroneous actions.
Furthermore, erroneous actions may even increase
emotional trust and liking (considered more in the fol-
lowing text), especially for robotic and virtual AI, rais-
ing important questions regarding the potential for
manipulating human trust. Thus, future research
should further examine the relationship between
AI reliability and trust across different AI repre-
sentations, considering machine intelligence as
a possible moderator, and examining additional
moderators, such as the consistency of perfor-
mance levels, expectations, and prior beliefs, and
perceived level of risk by the user.

The positive role of immediacy behaviors has
been examined most in research on robotic AI, as
these were perceived as indicators of high machine
intelligence. These behaviors appear to be sufficient
for establishing trust (even in cases when robotic
AI acts erroneously); however, the psychological
mechanism that explains these relationships is not
clear. It is possible that people perceived the im-
mediacy behaviors as a sign of theAI agent’s level of
intelligence, or as a recognition of their own value.
Similar to the notion famously expressed by Theo-
dore Roosevelt, “Nobody cares how much you
know, until they know how much you care,” it ap-
pears that users are highly responsive to indications
that the technology “cares” about and is responding
to them. Future research should explore human
biases related to various aspects of immediacy be-
haviors, such as listening and personalization, not
only to understand its functionality for human trust
but also to prevent unethical use of such tactics.

Building Emotional Trust in AI—Discussion and
Future Research

This review provides several important insights
regarding the factors that influence emotional trust
across different AI representations. Focusing on ap-
pearance and behavioral factors, the existing litera-
ture examines emotional trust mostly with regard to
robotic and virtual AI, with very few studies on
emotional trust in embedded AI. However, there is
a growing need to examine the aspects that may in-
fluence emotional trust in embedded AI, especially
when users had no prior awareness of anAI presence
(Powers, 2017). Influential features could include
the form and timing that governs theAI presence and
explanation, or the relative role of AI developers’
reputation. Even when emotional trust is not ex-
pected to be the main factor driving AI use, it could
significantly facilitate or moderate the effect of cog-
nitive factors. Therefore, future research should ex-
amine the direct and moderating roles of emotional
trust in embedded AI.

With respect to virtual and robotic representations,
it is interesting to note that the effect of tangibility on
emotional trust significantly varies. For virtual AI,
tangibility was found to have a mostly positive effect,
facilitating social presence, increasing liking, positive
feelings, and emotional trust. By contrast, for robotic
AI, its physical presence may also induce negative
emotions, such as fear. Future research should further
explore the importanceof thenegative feelings evoked
byAI tangibility, testing theirpossible implications for
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disuse or abuse, aswell as for long-term relationships.
It is possible that while decreasing initial trust, the
impact of tangibility for developing trust over a longer
period is insignificant.

Interestingly, the effect of anthropomorphism also
differs across representations in terms of implications
for emotional trust. For virtual AI, anthropomorphism
was found tohave apositive impact. For roboticAI, the
evidence is mixed, finding both positive and negative
effects of anthropomorphism on emotional trust. On
the one hand, people like anthropomorphic robots
more thanmechanical-looking robots, but on the other
hand, anthropomorphic robots may evoke negative
feelings, discomfort, and a sense of eeriness. It seems
that at least part of this negative impact could be
explained by a mismatch between human-like ap-
pearance and lowmachine intelligence. However, it is
also possible that human-like appearance matched
with perfect performance will also lead to negative
emotional reactions, as suggested by the uncanny val-
ley theory. The greater likability of a mistake-making
robot compared with a highly reliable robot suggests
that high intelligence and perfect performance may
intimidate users, leading to feelings of discomfort and
distrust. A similar effect was found for virtual AI,
demonstrating that users prefer the imperfect agent
that does not demonstrate a full match between voice
andmovement. Future researchmust further examine
the boundaries for the positive and negative effects of
the match between anthropomorphic appearance and
interactive immediacy behaviors for emotional trust.

Cognitive versus Emotional Trust in AI

The reviewed research indicates that factors that
influenceemotional trustdiffer fromthose influencing
cognitive trust, and some factors may even have dif-
ferent implications for cognitive and emotional trust.
Transparency and reliability, although having some
effect on cognitive trust in AI, remain relatively un-
explored with regard to emotional trust. Furthermore,
when studied, in some cases lower reliability was
found to have the opposite effect to what was ex-
pected, exhibitingapositive impactonemotional trust
in robotic AI.

The effect of tangibilitymostlyplays apositive role
for cognitive trust; however, it is not so for emotional
trust, as physical presence could be perceived as
threatening, and virtual presence may evoke un-
realistic expectations. High anthropomorphism was
found to generate perceptions of high machine in-
telligence; however, it was mostly studied in the
context of emotional trust and might also have

negative emotional implications, especially in the
case of a mismatch between representation and AI
capabilities. The impact of immediacy behaviors is
also different for cognitive and emotional trust. For
cognitive trust, immediacy behaviors were always
shown to have a positive effect,whereas for emotional
trust, some immediacy behaviors had the opposite
effect, making people uncomfortable, such as when
there was too close of a match between human-like
appearance and behaviors.

It seems that emotional and cognitive trust differ
even with regard to the impact of task characteris-
tics. With respect to receiving advice, users have
more cognitive trust in AI than in human advice on
technical issues, but not on issues requiring social
knowledge. However, when engaging in self-dis-
closure, users tend to be more honest and open with
AI than with other humans, disclosing more per-
sonal information and engaging less in impression
management behaviors.

Studies on emotional trust have more extensively
explored the impact of users’predispositions toward
technology than have studies on cognitive trust.
Thus, with regard to emotional trust, we know that
the need for social interaction and NARS both have
important implications for trust development. By
contrast, studies on cognitive trust mentioned users’
expectations for level of performance, especially for
virtual and embedded AI, yet rarely addressed its
source nor any other stable individual differences
that might affect user responses to AI technology.

Taken together, these discrepancies clearly indicate
the differences between cognitive and emotional trust
development in AI, leading to the question of their
relative impact on the actual use of AI. However, the
extant research findings on whether emotional trust
factors, such as likability, are more or less important
than cognitive trust factors are mixed. Matsui and
Yamada (2019) tested the impact of virtual agent
knowledge and social gestures on participants’
emotions, perceptions, and trust and found that an
increase in participants’ positive affect facilitated
their trust even when the perception of agent in-
telligence was low (suggesting more relative impor-
tance for emotional over cognitive trust features). By
contrast, Wang et al. (2016) investigated cognitive
and emotional trust and found that perceived profes-
sionalism was important for establishing emotional
trust. Future studies should address the emotional and
cognitive aspects together, suggesting the conditions
under which there are synergies, or when emotional
factors will be more important than cognitive and vice
versa.
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Researchers seeking to understand emotional and
cognitive trust in AI may benefit from taking into
considerationhuman–human swift trust and the first
impression literature. This research suggests that our
impressions are driven by the perceptions of the
counterpart as having good intentions (warmth) and
the ability to pursue the intentions (competence;
Cuddy, Glick, & Beninger, 2011). Trust in AI is likely
to depend on both AI’s likability and its perceived
intelligence. However, in contrast to human trustees,
for AI, the features influencing these perceptions
could be easily manipulated. Although for prior
generations of technology, the role of the interface
was mostly aimed at improving the ease of use, the
perceived warmth/likability of AI’s representation
has tremendous potential to influence human emo-
tions (e.g., Krämer et al., 2017; Looije et al., 2010). An
AI agent’s attractiveness and its visual similarity to
a user (Khan & Sutcliffe, 2014; Verberne et al., 2015),
as well as the features of a human-like robot’s face
(Zhang et al., 2010), may evoke unconscious emo-
tional reactions, similar to perceptions of warmth,
driving perceptions of AI’s benevolence andpositive
intentions, and in this way could influence human
trust and behavior. These reactions, being largely
unrelated to the actual AI capabilities and intent,
could create impressions that are difficult to change
and require mindful ethical consideration and fur-
ther research.

The reviewed research also suggests some new
paths for further understanding trust among humans.
It could be useful to consider the different cognitive
and emotional implications of human physical pres-
ence, conceptualizingpresenceas a continuumrather
than as a category (i.e., colocated vs. distributed)
and further exploring the moderating factors in the
tangibility–trust relationship. The relative impact of
physical presence has already drawn some attention
from researchers studying group diversity and virtual
communication; however, addressing presence as a
continuum and focusing onmoderating factors could
increase understanding of the nuances and un-
derlying psychological mechanisms that explain
tangibility–trust relations. In addition, the notion
of calibration between early expectations, shaping
initial trust, and actual capability and performance
could be useful for encouraging the development of
trust, especially for individuals and groups work-
ing at a geographical distance. Finally, as machine
intelligence increases and as we develop a better un-
derstanding of AI’s possible interference in human–
human relations, it would be possible to use AI for
facilitating positive initial trust among humans by

encouraging safe and mutually acceptable conversa-
tional content (Isbister et al., 2000) and increasing
mutual trust by facilitating more fair offers in negotia-
tions and decision-making (de Melo, Marsella, &
Gratch, 2016, 2017; Lee & Baykal, 2017).

Integrative Framework for Current and Future
Research on AI

As demonstrated in this review, empirical research
on trust in AI is distributed across different fields
and AI is represented to users in different forms. The
various types of representation could be considered
as the material presence associated with AI, whereas
the tangibility by itself has a dramatic effect on AI
trust and acceptance (e.g., de Visser et al., 2016).
Following the reviewed empirical studies and based
on the theoretical developments discussed (Lee et al.,
2006a), we propose an AI embodiment framework
that can help guide the integration of multidisci-
plinary knowledge on human–AI relations and fa-
cilitate future research. Although we used this
framework in a categorical manner while reviewing
the literature, we suggest that because it reflects the
material representation of AI, it could be seen as
a continuum that starts with a complete physical
presence (robotic representation), gradually di-
minishes to a virtual presence such as a 2D agent,
image, voice or text, and endswith an absence of any
distinguished AI presence (embedded representa-
tion). Addressing AI representations as a continuum
allows researchers to examine cases in which the
representationdoesnotclearlybelong to justoneof the
categories, for example, cases inwhichanAI agenthas
both physical and virtual representation, or when the
identification of AI is clear to some people but not to
others.Thesemarginal cases are important as they can
assist in better understanding the way representation
and tangibility influence trust and human behavior.

Our framework also suggests that the level of ma-
chine intelligence plays an important moderating role
for human trust. In addition to enabling immediacy
behaviors, such as responsiveness, high machine in-
telligence is required for complex functions andhigher
control over tasks. It may moderate the way trust is
being established and the importance of different di-
mensions for establishing trust (such as reliability).

As reflected by the reviewed research, the level
and type of embodiment, combinedwith the level of
machine intelligence encompassed in the technol-
ogy, have significant implications for the users’
perceptions and feelings that lead to the type and
level of trust that users develop. We propose that
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this framework could be useful to researchers for
further understanding not only trust but also addi-
tional factors such as cooperation and reliance in
human–AI relations.

Additional Directions for Future Research

Multidisciplinary research on AI has developed
dramatically during the last 20 years, moving from
a strict focus on technological objectives toward an
interest in thehumanusers’perspective.Although in
the past, AI researchers considered human cognition
and behavior only for the purposes of developing
mathematical models that would allow AI to mimic
human logic, the relative maturity of technologies
has led to a shift toward a human-centered approach
(Jaimes, Gatica-Perez, Sebe, & Huang, 2007) that
considers the needs, perceptions, and behaviors of a
human user in the design. This approachwas driven
partially by potential users’ difficulty in trusting AI
technology and by the willingness of AI developers
to address these issues to increase collaborationwith
AI (Gross, 2010; Sierhuis, Bradshaw, Acquisti, Van
Hoof, Jeffers, & Uszok, 2003). AI-enabled technology
presents an unprecedented opportunity for tech-
nology to develop a responsive, adaptive, supportive
“relationship”with human users that could not only
yield a wealth of benefits but also be a source of sig-
nificant threat.

The human-centered approach creates a great
opportunity for collaboration among researchers
interested in the evolution and integration of new
technologies from different disciplinary perspectives.
Although most of the current research on human–AI
dynamics isbeingconductedbycognitive engineering
and information systems researchers, organizational
researchmaycontribute an important perspective that
would allow consideration of microlevel and mac-
rolevel factors as well as the short- and long-term
processes affected by the introduction of AI into orga-
nizations. For example, Howdoes the implementation
of AI-guided hiring and evaluation change the re-
lationships of workers with their jobs? With their co-
workers? With their supervisors? How does it shape
the distribution of power in the organization?

Despite the fact that the field of organizational
behavior andmanagement usually focuses onwell-
established phenomena rather than on unfolding
events, the opportunity to make a significant im-
pact on the way AI is currently developed suggests
that we use the aggregated knowledge to provide
theoretical models relevant to the future of organi-
zations. Reviewing the existing empirical research,

we aimed to provide organization andmanagement
researchers some needed perspective to join the
emerging multidisciplinary discussion that may
determine theway organizationswill integrate and
use AI in the future.

An additional contribution that could bemade by
fostering interdisciplinary collaboration on these
topics is an improvement in researchmethodology,
including proper study design with human sub-
jects and advanced statistical analyses. Most im-
portantly, there is an urgent need for addressing
the great variance in measures used to assess human
trust in AI. Although many researchers invested in
developing new scales and behavioral measures for
trust (Bartneck et al., 2009; Charalambous, Fletcher, &
Webb, 2016; Headleand, Jackson, Williams, Priday,
Teahan, &ApCenydd, 2016; Ho &MacDorman, 2010;
Miller et al., 2016; Ullman & Malle, 2018; Walker,
Verwey, &Martens, 2018), the lack of open dialogue
across different disciplines regarding the issue of
measurement might discourage researchers from col-
laborating and limit research implications to a specific
discipline.

This review focused on the trust of an individual
user in AI, which has been the major focus of the
existing literature in this area. However, as some
researchers have noted (e.g., Yagoda &Gillan, 2012),
the development of trust in AI is often not only
limited to an individual user but also involves re-
lationships with other humans and machines being
directly or indirectly influenced by AI. Examining
AI as part of a complex system, such as a team or
a network, would allow researchers to address the
waypeople establish true relationshipswithAIwithin
organizations, as well as the way AI may change the
relationship between humans, and between humans
and othermachines. Furthermore, as AI behavior is
not deterministic, scholars need to examine the
way it changes based on human–AI interactions
(Rahwan et al., 2019), incorporating knowledge on
the evolving relationships. Future research should
take into consideration a multilayer perspective of
trust in AI that could more accurately explain hu-
man behavior.

It is important to note that, so far, many of the
analyses examining the future of AI integration in
organizations take the technological perspective,
focusing on the current maturity of specific tech-
nology that is rapidly improving and changing. From
this perspective, the smarter the AI, the smarter the
organization can be. A human-centered approach
needs to consider AI-integration from the employees’
perspective, taking into consideration elements that
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facilitate human trust, and the meaningfulness and
importance of a specific task to the employees. Past
research demonstrates that the adjustment of em-
ployees to new technologies is a key factor in trans-
lating technological advances into business revenue
(Davenport & Short, 1990). AI is unlikely to be dif-
ferent. Therefore, when making decisions regarding
the tasks to be outsourced to AI, managers should
consider not only the available technological capa-
bilities but also the human participants, their in-
terests, and incentives, and the ways to gain their
trust and improve their productivity via collabora-
tion with AI.

An additional aspect that should be considered
by organizational researchers relates to the skills
and characteristics required by future organizational
leaders, whowillmanage not only human employees
but also complex systems of different algorithms
collaborating among themselves and with humans.
Guiding the new generation of leaders who must be
technologically educated, there is a strong need to
make sure that skills to manage human employees
will keep playing an important role in business pro-
grams. Keeping the “human in the loop” is an essential
part of AI integration; therefore, future leaders should
be able to managemachine–machine, human–human,
and human–machine teams.

This review presents recent multidisciplinary em-
pirical researchoncognitive andemotional trust inAI
in its various representations. By presenting themain
findings, providing a research framework, and high-
lighting themost promising future directions, we aim
to encourage researchers to explore the various as-
pects of human–AI interaction to facilitate a human-
centered, ethical and safe integration of AI within
organizations.
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Krämer, N. C., Lucas, G., Schmitt, L., & Gratch, J. 2017.
Social snacking with a virtual agent—On the interre-
lation of need to belong and effects of social re-
sponsivenesswhen interactingwith artificial entities.
International Journal of Human Computer Studies,
109: 112–121.

Lee, M. K. 2018. Understanding perception of algorithmic
decisions: Fairness, trust, and emotion in response to
algorithmic management. Big Data & Society, 5(1):
205395171875668.

Lee, M. K., & Baykal, S. 2017. Algorithmic mediation in
group decisions: fairness perceptions of algorith-
mically mediated vs. discussion-based social

division. Proceedings of the 2017ACMConference on
Computer Supported Cooperative Work and Social
Computing – CSCW’ 17: 1035–1048. Available at
https://doi.org/10.1145/2998181.2998230.

Lee, K. M., Jung, Y., Kim, J., & Kim, S. R. 2006. Are physi-
cally embodied social agents better than disembodied
social agents?: The effects of physical embodiment,
tactile interaction, and people’s loneliness in human–
robot interaction. International Journal of Human-
Computer Studies, 64(10): 962–973.

Lee, M. K., Kusbit, D., Metsky, E., & Dabbish, L. 2015.
Working with machines: The impact of algorithmic
and data-driven management on human workers.
Proceedings of the 33rd Annual ACM Conference
on Human Factors in Computing Systems –CHI’ 15:
1603–1612. Available at https://doi.org/10.1145/
2702123.2702548.

Lee, K. M., Park, N., & Song, H. 2005. Can a robot be per-
ceived as a developing creature? Human Communi-
cation Research, 31(4): 538–563. https://doi.org/
10.1111/j.1468-2958.2005.tb00882.x.

Lee, K. M., Peng, W., Jin, S. A., & Yan, C. 2006. Can robots
manifest personality?: An empirical test of personality
recognition, social responses, and social presence in
human-robot interaction. Journal of Communication,
56(4): 754–772.

Lee, J. D., & See, K. A. 2004. Trust in automation: Designing
for appropriate reliance.HumanFactors: The Journal
of the Human Factors and Ergonomics Society, 46(1):
50–80.

Leonardi, P. M. 2009. Why do people reject new technol-
ogies and stymie organizational changes ofwhich they
are in favor? Exploring misalignments between social
interactions andmateriality.HumanCommunication
Research, 35(3): 407–441.

Lewandowsky, S., Mundy, M., & Tan, G. P. A. 2000. The
dynamics of trust: Comparing humans to automation.
Journal of Experimental Psychology: Applied, 6(2):
104–123.

Li, J. 2015. The benefit of being physically present: A survey
of experimental works comparing copresent robots,
telepresent robots and virtual agents. International
Journal of Human-Computer Studies, 77: 23–37.

Linkov, F., Sanei-Moghaddam, A., Edwards, R. P., Lounder,
P. J., Ismail, N., Goughnour, S. L., Kang, C., Mansuria,
S. M., & Comerci, J. T. 2017. Implementation of hyster-
ectomy pathway: Impact on complications. Women’s
Health Issues, 27(4): 493–498.

Loebbecke, C., & Picot, A. 2015. Reflections on societal
and business model transformation arising from
digitization and big data analytics: A research agenda.
Journal of Strategic Information Systems, 24(3):
149–157.

656 JulyAcademy of Management Annals



Logg, J. M., Minson, J. A., & Moore, D. A. 2018. Algorithm
appreciation: People prefer algorithmic to human
judgment (No. 17–086). Retrieved from https://www.
hbs.edu/faculty/Publication Files/17-086_610956b6-
7d91-4337-90cc-5bb5245316a8.pdf.

Looije, R., Neerincx, M. A., & Cnossen, F. 2010. Persuasive
robotic assistant for health self-management of older
adults: Design and evaluation of social behaviors. In-
ternational Journal of Human-Computer Studies,
68(6): 386–397.

Lucas, G.M., Gratch, J., King, A., &Morency, L. P. 2014. It’s
only a computer: Virtual humans increase willing-
ness to disclose.Computers inHumanBehavior, 37:
94–100.

Madhavan, P., &Wiegmann, D. A. 2007. Similarities and
differences between human–human and human–
automation trust: An integrative review. Theoreti-
cal Issues in Ergonomics Science, 8(4): 277–301.

Malle, B. F., Scheutz, M., Forlizzi, J., & Voiklis, J. 2016.
Which robot am I thinking about? The impact
of action and appearance on people’s evalua-
tions of a moral robot. ACM/IEEE International
Conference on Human-Robot Interaction, 2016-April:
125–132. Available at https://doi.org/10.1109/HRI.
2016.7451743.

Manzey, D., Reichenbach, J., & Onnasch, L. 2012. Human
performance consequences of automated decision aids:
The impact of degree of automation and system expe-
rience. Journal ofCognitiveEngineeringandDecision
Making, 6(1): 57–87.

Martelaro, N., Jung, M., & Hinds, P. 2015. Using robots to
moderate team conflict. Proceedings of the Tenth
Annual ACM/IEEE International Conference on Hu-
man-Robot Interaction Extended Abstracts—HRI’15
Extended Abstracts: 271–271. Available at https://
doi.org/10.1145/2701973.2702094.

Matsui, T., & Yamada, S. 2019. Designing trustworthy
product recommendation virtual agents operating pos-
itive emotion and having copious amount of knowl-
edge. Frontiers in Psychology, 10: 675.

Matz, S. C., Kosinski, M., Nave, G., & Stillwell, D. J. 2017.
Psychological targeting as an effective approach to
digital mass persuasion. Proceedings of the National
Academy of Sciences of the United States of Amer-
ica, 114(48): 12714–12719.

Mayer, R. C., Davis, J. H., & Schoorman, D. F. 1995. An
integrative model of organizational trust. The Acad-
emy of Management Review, 20(3): 709–734.

McAllister, D. J. 1995. Affect- and cognition-based trust as
foundations for interpersonal cooperation in organiza-
tions.AcademyofManagement Journal, 38(1): 24–59.

McCarthy, J., & Feigenbaum, E. A. 1990. In memoriam:
Arthur Samuel: Pioneer in machine learning. AI
Magazine, 11(3): 10.

Mehrabian, A. 1967. Attitudes inferred from non-imme-
diacy of verbal communications. Journal of Verbal
Learning and Verbal Behavior, 6(2): 294–295.

Miller,D., Johns,M.,Mok,B.,Gowda,N., Sirkin,D., Lee,K.,
& Ju, W. 2016. Behavioral measurement of trust in
automation. Proceedings of the Human Factors
and Ergonomics Society Annual Meeting, 60(1):
1849–1853.

Mirnig,N., Stollnberger,G.,Miksch,M., Stadler,S.,Giuliani,
M., & Tscheligi, M. 2017. To err is robot: How humans
assess and act toward an erroneous social robot. Fron-
tiers Robotics AI, 4: 21.
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