MEASUREMENT MODEL

Two-step approach
Step 1: Measurement model
Step 2: Structural model



Two-Step Approach

Estimate (and re-specify) the measurement model to assess construct validity
before testing theory on the structural model.

- Convergent and discriminant validity
- Variance extracted and composite reliability

- Anderson, James C. and David W. Gerbing (1988), "Structural Equation Modeling in Practice: A Review and Recommended Two-Step
Approach,” Psychological Bulletin, 103 (3), 411-23.

- Fornell, Claes and David F. Larcker (1981), "Evaluating Structural Equation Models with Unobservable Variables and Measurement
Error," Journal of Marketing Research, 18 (1), 39-50.
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Bollen, Kenneth and Richard Lennox (1991), "Conventional
Wisdom on Measurement: A Structural Equation
Perspective," Psychological Bulletin, 110 (2), 305-14.



| atent variable with 3 measures
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The three questions in the questionnaire “reflect” goal congruence.



GOALS
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1 To what degree do you discuss company goals with
the other party in this relationship?

2 To what degree are these goals developed through
joint analysis of potentials?

fa

To what degree are these goals formalized in a joint
agreement or contract?




Causal (formative) Indicators

Path Diagram
Formative Measures ]
X1

X2

Latent variable 1

X3

Example: Unemployment (X1), death in family (X2) and divorce
(X3) cause stress



Measurement Model
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Significant loadings and good fit = convergent validity

Low correlation = discriminant validity



Measurement Model - Greek

& = Ksi: independent latent variable
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Structural Model - Path diagram
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Structural Model - Greek
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o = Delta: X error term.

¢ = Epsilon: Y error term.

n = Eta: dependent latent variable

& = Ksi: independent latent variable.
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SIMPLIS Syntax Example

One way (I think the easiest) to start a LISREL analysis Is to use an existing
syntax file.

- Two languages: SIMPLIS and LISREL

- | usually use SIMPLIS because it is more intuitive.



LISREL for Windows - Seller MM Flex1

SIMPLIS FILE

Dl (e|R| & (@ &% S8 2

< "+ Seller MM Flex1 > The

Measurement Model SELLER flex 1

gl g2 g3 g% ql0 g28 g29 g33 g34 g35 q3% g40 gd4 g47 g48

S
J/nta)( file
OBSERVED VARIAELES: / a ,n

Correlation matrix from file seller.pm
Asymptotic covarance Matrix from file selleracp

SAMPLE SIZE =303
LATENT VARIABIES: goals coord flex uncert perform

RELATIONSHIPS:
Igl=1%* zoals
92 g3 g% ql0 = goals

1928=1%* coord
1929 = coord

g3i=1*flex
g34 gii=1flex

1939 =1 * uncert
1g40 =uncert

gdd =1 * perform
g47 g48 = perform

OPTIONS: EF AD=0FF
Lisrel output 35

Path Diagram)

End of Problem
o




Unstandardized estimates

Normed chi2
Chi2 / df should be less than 2
11.35/8 < 2, means good model fit

An insignificant p-value (greater
than .05), indicates good model fit.

.182>.05, so good model fit. NOTE:

sensitive to sample size so often
misleading.

An RMSEA less than .08 indicates
good model fit.
.037<.08, so good model fit.

g4

qd7

qas

Chi—-Jguare=11_35, df=d, P-value=0_l1832€0, BM3EA=0.

55
— 0. €
ag
0_42
1.00 —0.4/
1.17
/l.lq

N,/

037



Standardized solution

Look for negative error terms
(Heywood case). If you find one,
then you need to specify the error
in your syntax. Either a very small
error, or approximately what you
think the error should be.

Look for large error terms (above
.5). It means that there is more
error variance in the indicator than
what the factor loading is
explaining. Consider removing
them.

0. 55 = 744

0. 28 - qd7

0. 41 -ae] qia

Chi—-Jguare=11_35, df=d, P-value=0_l1832€0, BM3EA=0.

g1
—1_0
T3
o.78
0. €7 —l.ﬂ/
0.7
//.m

037



t-values

i0.08

Check the t-values for the factor
loadings. The default cutoff is a c.2o-eml a4 —e.
two-sided test, which is 1.96. A
one-sided test cutoff is 1.645. 11.5¢

If the value is below 1.96, it will be
red. 4. a2-e=l a7

My

-7l

4. 50 -pm qia

Chi-3guare=11_25, df=8, P-wvalue=e=0_l10Z€0, BM3IE&A=0_037



Modification indices

11 41 0. 00 = q35

Modification indices suggest how
you could improve model fit. If it
suggests an indicator load onto the

wrong latent construct, it could A ._°-°°
indicate cross-loading problems.

Maybe remove the indicator.

0,00 47

As a rule, do not improve the
model by letting error terms
correlate, as suggested in this
example. Only do it if you have a
strong theoretical rational for it.
(e.g. the same thing measured at
two times).

0. 00 -a] qis

Chi—-3guare=11_235, df=d, P-walue==0_1832€0, RM3IE&A=0_037



In the example, model fit was good and all measured
Indicators had significant factor loadings. You can conclude
that the model has convergent validity. To check
discriminant validity you check the standardized correlation
between latent constructs (the phi matrix).

PHI Standardized Solution
flex perform
________________ PHI
flex 0.e7
(0.05) flex perform
14.11 . T e
perform 0,43 0.45 flex
el 10.0 €.9 ading
63‘6 dard\zed \0
e Stan

Anderson and Gerbing (1988)
In the standardized phi matrix the loading +/- 2(std. error) does not
include 1.

Flex to Perform
.78 + 2(.04) = .86 does not include 1 (is below an absolute value of 1).




Full measurement model syntax
(no exclamation marks)

" Seller MM Flex1

Measurement Model SELLEE. flex 1

OBSERVED VARIABIES:
gl g2 g3 g% ql0 q28 q29 q33 g34 g33 g3 g40 g44 g47 g48

Correlation matrix from file sellerpm
Asymptotic covariance MMatrix from file seller.acp

SAMPLE SIZE = 303
LATENT VARTABIES: zoals coord flex uncert perform

RELATIONSHIPS:
gl=1%* goals
g2 g3 g% gll = goals

g28=1%*coord
g29 = coord

g3i=1 *flex
g4 q33 =flex

g3% =1 * uncert
g40 = uncert

g44 =1 * perform
g47 q48 = perforn]

OPTIONS: EF AD=0FF
Lisrel output 35

Path Diagram

End of Problem

o



Standardized solution

Large error

Poor fit

Chi-S3quare=153_ €5,

.22 - ql
. 15 =] a2 ‘\D_BB
0. 52
. 25 e g3 . g
0. 16
57 e as ‘J‘-’D.ls
55 -] qll /
0. 87
.24 e aqz28 PR
[P L /
0.8l
S 0.8l
,/n_?a
Lzae 34 /
. 4E = a3s g .
o.77
0. 80
. 41 - 39 /
. 2E 40
0. €8
. 54 g44 9.7
/.’J‘f
. 26 =] qi7 /
a7 =] qi8

df=80,

P-walue=0._00000, BM3EA=0_0E8



0. 24 -t ql

Standardized solution

0. 14 -] a2

0. 2E - q‘,'!

0. 25 = g28

0. 27 - q29

0.25-#= 33

0. 234 e 34

0. 2€ -am] qi0

Slightly large error{n.sw— s

0. 26 -ae qd7

0. 42 =] qig

Exce”ent flt Chi-3guare=44_17, d4df=55, P-value=0_031%€, BM3IEA=0_000



3. 35 = gl

T-values are all over 1.96,
So all factor loadings are significant. 2z @

2. 87 3
3. 4z - g28
3. 70 = q29

4. 05 e g33

2.55-e=  g3d

5. 70 - g35

2.cz-e=  g38

2. 1€ 40

e/

€. 24 q44

470 - qa7

5. 27 e q43

Chi-Jguare=44_17, df=55, P-value=0_0515€, BRM3IEaA=0_000
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Modification indices
No cross-loadings

s
2

=

=1

g g : : :
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17 180,00

P)"’//_'

Chi-S3gquare=44.17, d4df=55, P-value=0_B8515%<, RM3IEA=0.000



PHI

goals coord flex uncert perform
goals 0.76
(0.04)
15.32
coord 0.56 0.75
[(0.03) (0.04)
16.00 17.64
flex 0.45 0.53 0.65
(0.04) (0.04) (0.04)
12.9& 13.82 15.53
uncert 0.44 0.40 0.47 0.55
(0.04) (0.05) (0.04) (0.086)
10.27 8.65 11.31 9,75
perform 0.35 0.42 0.43 0.37 0.46
(0.04) (0.05) (0.04) (0.04) (0.086)
8.91 9,23 10.44 9,36 T7.52

The standardized loadings + 2
times the standard errors do not

include 1.
crandardized Solution The model has discriminant
validity.
PHI
goals coord flex uncert perform
goals 1.00
coord 0.74 1.00
flex 0.70 0.76 1.00
uncert 0.686 0.80 0.76 1.00
perform 0.66 0.70 0.78 0.72 1.00



By several fit indices we
Goodness of Fit Statistics have excellent fit. See Hair
Degrees of Freedom = 55 et al appendlx

Minimam Fit Function Chi-Sguare = 74.31 (P = 0.042)

Hormal Theory Weighted Least Sqgquares Chi-Sguare = 75.45 (P = 0.035)
Satorra-Bentler Scaled Chi-Square = 44,17 (P = 0.85)
Chi-Sguare Corrected for Non-NHormality = 48.41 (P = 0.72)
Estimated MNon-centrality Parameter (NCP) = 0.0
80 Percent Confidence Interval for NCP = (0.0 ; 7.22)

Minimuom Fit Function Value = 0.25
Population Discrepancy Function Value (FO) = 0.0

90 Percent Confidence Interval for FO = (0.0 ; 0.024)
Eoot Mean Sguare Error of Approximation (BMSEL) = 0.0
90 Percent Confidence Interval for BRMSEARA = (0.0 ; 0.021)

P—Value for Test of Close Fit (BMSEA < 0.05) = 1.00

Expected Cross—Validation Index (ECVI) = 0,42
90 Percent Confidence Interval for ECVI = (0.42 ; 0.44)
ECVI for Saturated Model = 0.60
ECVI for Independence Model = 19.76

Chi-Square for Independence Model with 73 Degrees of Freedom = 5541.1%9
Independence AIC = 5967.19
Model ATC = 116.17
Saturated AIC = 182.00
Independence CAIC = £022.46
Model CAIC = 285.86
Saturated CAIC = €l0.95

HNormed Fit Index (NFI) = 0.59%
Hon-Normed Fit Index (NNFI) = 1.00
Parsimony Normed Fit Index (PHNFI) = 0.70
Comparative Fit Index (CFI) = 1.00
Incremental Fit Index (IFI) = 1.00
Belative Fit Index (RFI) = 0.8%5

Critical W (CH) = 563.6%

Root Mean Sqguare Residuwal (RMR) = 0.028
Standardized EME = 0.028

Goodness of Fit Index (GFI) = 0.36
Adjusted Goodness of Fit Index (AGFI) = 0.94

Parsimony Goodness of Fit Index (PGFI) Q.58



